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Numerical Simulation of Flow
Past Multiple Porous Cylinders
The present study numerically investigates two-dimensional laminar flow past three cir-
cular porous cylinders arranged in an in-line array. Six approaches to face velocity
�Vi /Vf� ratios are used and particle trajectories are computed for a range of velocities
and particle diameters. Furthermore, the flow past a solid cylinder, which had similar
geometry characteristics to the porous cylinders used in this study, is compared with the
flow around multiple porous cylinders. For the same range of Reynolds number (312–
520), the flow behavior around the solid cylinder differs from the flow around the porous
cylinders. The flow characteristics around solid cylinders are determined by the Reynolds
number, whereas the flow characteristics around the porous cylinders are detrained by
the Vi /Vf ratio. Stagnation areas are found behind each porous cylinder, and the size of
these areas increases as the Vi /Vf velocity ratio increases. Furthermore, for the particle
ranges used in power plants ��50 �m�, the particles were uniformly distributed around
the surface of the porous cylinders. �DOI: 10.1115/1.3153363�

1 Introduction
The flow over a bank of porous cylinders is a subject of interest

in many engineering applications such as filtration in power plants
and incinerators. It is beneficial to study the behavior of flow past
solid cylinders before studying the flow past porous cylinders in
order to understand clearly the differences and limitations.
Zukauskas �1� provided readers with a rich review of experimen-
tal investigations of fluid flow over tube banks. The first numerical
investigation of the flow in tube banks was reported by Launder
and Massey �2�. Comprehensive studies were carried out by Far-
hanieh �3� using computational methods. His studies show that the
expected trend of increased pressure drops accompanying any in-
creases in heat transfer coefficients. Furthermore, Wilson and
Bassiouny �4� reviewed and studied the laminar and turbulent
flow past a single cylinder and across an in-line and staggered
tube bank.

Verma and Bhatt �5� and Kirsh �6� analytically studied the flow
past a porous circular cylinder at a small Reynolds number. Nu-
merical analysis of vortex shedding behind a porous square cylin-
der was conducted by Jue �7�. He found that for flow past a lower
permeability cylinder, the vortex occurs earlier and the shedding
period is longer. Analytical studies for flow between fixed porous
cylinders are conducted by Djordjevic �8� and von Welfersdorf
�9�, and between rotating cylinders by Min and Lueptow �10� and
Chang �11�.

The porous cylinder presents exactly the candle filter that is
used in various applications such as cogeneration power plants for
cleaning the gas before entering the gas turbine to protect the
turbine blade from damaging. It is also used in incinerators to
separate the air from the solid particles. A candle filter element
generally consists of a long slender hollow tube closed at one end.
Kerr and Probert �12� carried out an experimental investigation in
candle filters. At the Aachen University �13�, an array of six
candle filter elements was mounted downstream of a combustor.
Furthermore, an array of 130 candle filter elements was investi-
gated at Grimethorpe �14�. The ceramic candle filters were tested
at various operating conditions to investigate the flow conditions
in the candle filter vicinity. Alhajeri et al. �15� studied the flow
around a single candle filter using the particle image velocimetry
�PIV� experimental technique. In addition, they used computa-

tional fluid dynamics �CFD� to investigate the flow past a candle
filter, using constant filtration velocity as a boundary condition
replacing the porous boundary.

The geometry of multiple filters looks similar to that of a tube
bank. However, there are major differences between the two
cases: The tubes are solid and modeled as wall cells but the po-
rous cylinders are modeled as porous live cells. In the case of the
porous cylinders, there is suction through the filter so no boundary
layer forms around the filters as is the case in the flow past solid
cylinders. Oscillating vortex street is found behind the tube for a
Reynolds numbers greater than 100. However, from the study that
will be discussed in this paper, for the flow around multiple po-
rous cylinders, the vortex shedding appeared only with a high
Reynolds number. In general, the flow around multiple porous
cylinders is entirely different from the flow past multiple porous
cylinders with approach/filtration �Vi /Vf� velocity ratios that are
used in the filtration process.

2 Mathematical Formulation
The aim of this investigation is to understand the effects on the

flow past a porous circular cylinder that result from the perme-
ability of the porous material and the slip of the fluid particles at
the outer surface of the porous material. The flow field is divided
into two regions, i.e., the free fluid region �outside the cylinders�
and the flow through the porous media. In the free fluid region, the
equations that govern the steady-state flow of a two-dimensional
incompressible fluid are the differential expressions for mass and
momentum conservation. These are given by

�u
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+

�v
�y

= 0 �1�

u
�u
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= −
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where �, p, and � are the dimensional density, pressure, and kine-
matic viscosity, respectively. Also, u and v are the velocity com-
ponents in x- and y-directions.

The flow is governed by Darcy’s law in the second region,
where the fluid flows through porous material �inside the circular
cylinder�.
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u =
Kp

�
� P �4�

where Kp, p, and � are the permeability of the medium, pressure,
and the dynamics viscosity, respectively.

For flow past a solid cylinder, the renormalization group �RNG�
k-� is used due to its capability for low Reynolds numbers �16�.
The RNG k-� theory, developed in the 1980s, is based on the
work done by Orszag and co-workers �17,18�, and was derived
using a rigorous statistical technique called the RNG theory. In the
RNG model, the local turbulent kinetic energy k and local energy
dissipation rate � are used to eliminate the length scale l from the
dynamics and the Reynolds averaged Navier–Stokes �RANS�
equation of motion �19�.

In the RNG formulation the turbulent viscosity �t is evaluated
by �eff−�l, where �l is the laminar viscosity. The effective vis-
cosity �eff is computed by

�eff = �l�1 +�C�

vl

k
��
�2

�5�

where C�=0.0845. The kinetic energy of the turbulence k and its
dissipation rate � are governed by separate transport equations.
Unlike the standard k-� formulation, the RNG-based k-� turbu-
lence model contains very few empirically adjustable parameters.
In the RNG-based k-� model, the k and � transport equations are

�

�xi
��Uik� =

�

�xi
����t

�k

�xi
� + Pk − �� �6�

�

�xi
��gUi�� =

�

�xi
����t

��

�xi
� +

�

k
�C1�Pk − C2���� − �R �7�

where � is an inverse Prandtl number, which may be obtained
from the following equation �18�:

� � − 1.3929

�0 − 1.3929
�0.6321� � + 2.3929

�0 + 2.3929
�0.3679

=
�l

�eff
�8�

where �0=1. The turbulence production Pk is evaluated by

Pk = ��t� �Ui

�xj
+

�Uj

�xi
�� �Ui

�xj
� �9�

The rate of strain term R in the �-equation is expressed as

R =
C��3�1 − �/�0�
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k
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�2Sij
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1

2
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� �12�

where �=0.015 and �o=4.38. According to the RNG theory, the
constants in the turbulent transport equations take the value of
C1�=1.42 and C2�=1.68, respectively.

In summary, the RNG k-� model provides improved accuracy
in applications with separated flows, flows with high streamline
curvature and high strain rate, low Reynolds number flow �the
case in this paper�, transitional flow, wake flows, and vortex shed-
ding systems. In complex flows, such as high-swirling flows, ve-
locities and turbulent intensities vary considerably in each direc-
tion. Thus, the RNG k-� model is not adequate for these cases
�20�.

3 The Geometry and Grid
The physical model of the two-dimensional horizontal plane for

flow around three porous cylinders is shown in Fig. 1. The three
porous cylinders are arranged in in-line �or square� array. The

domain extends sufficiently far downstream to about ten times of
the porous cylinder diameter �10d� or 68.5 cm from the center of
the third porous cylinder. The outlet is far beyond any recircula-
tion zones that may be created by the porous cylinder. This is also
to minimize the effects of the outflow boundary conditions on the
flow characteristics in the vicinity of the third porous cylinder.
The inflow boundary is located at a distance of four porous cyl-
inder diameters in front of the first porous cylinder.

The viscous pressure drop along the porous cylinder cavity is
negligible compared with the viscous pressure drop through the
wall �20�. Therefore, a two-dimensional computational model will
be considered.

The duct length is 120 cm and the width is 39 cm. The porous
cylinders are placed in the middle of the width distance. Thus, the
porous cylinder centers are 19.5 cm from the wall. This is wide
enough to encompass the range of vortex shedding if this occurred
in the range of Reynolds numbers used in this study. Ireland et al.
�21� and Li et al. �22� found that for turbulent flow when the ratio
of the domain width to the cylinder diameter is greater than 5, the
duct wall boundary effect can be neglected. The porous cylinders
have an outer diameter of 6.5 cm and an inner diameter of 3 cm.
The distance between each of the two porous cylinders centers is
11.5 cm.

The unstructured mesh was created in FLUENT’s mesh generator
GAMBIT. The distribution of grids in the duct is constant; however,
the grids are condensed around and inside the porous cylinders to
ensure accurate simulation for the fluid inside the high gradient
zone. In the present study FLUENT is used to model the problem.
The unstructured grid is shown in Fig. 2.

4 Boundary Conditions
The domain is a two-dimensional plane and has four bound-

aries, as shown in Fig. 1. The inflow boundary or the main inlet is
set as a constant x-component and zero y-component of the veloc-
ity. In this study, six approach velocities or inlet velocities Vi, as

Fig. 1 The physical geometry of the multiple filter model

Fig. 2 Middle part of the unstructured mesh without the filter
mesh
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used in the Grimethorpe investigation �14� �7.2 cm/s, 8 cm/s, 8.8
cm/s, 10 cm/s, 12 cm/s, and 20 cm/s�, are used to create six Vi /Vf
velocity ratios �1.8, 2, 2.2, 2.5, 3, and 5�. The Vi /Vf velocity ratio
is based on one porous cylinder. This means that the approach
velocity is divided over the face velocity for one porous cylinder.
The face velocity is the filtration velocity or the velocity at the
outer face of the filter at the outflow boundary; the velocities are
left free so that the default boundary condition of zero stress in
normal and tangential directions is obtained. The upper and bot-
tom boundaries are also set. A no-slip velocity boundary condition
is applied on the wall, that is, both the x- and y-components of the
velocity are constrained to be zero.

To make the fluid flow through the three porous cylinders,
where the greatest pressure drop in the model occurs in the porous
cylinder thickness, sinks inside the porous cylinders should be
modeled. Therefore, an inlet in the shape of a rectangular cylinder
is placed inside each porous cylinder. These inlets are set to re-
verse flow so they will act as outlets. The reason for this is to
maintain several face filtration velocities. Here, the face filtration
velocity Vf is assumed to be 4 cm/s. Table 1 lists the boundary
conditions and physical parameters for the model.

As shown in Fig. 3, live cells surround the porous medium
region in the domain. Here, the porous cells are not allowed to
come into contact with the exterior geometrical domain due to
code constraints. Hence, a region of live cells is placed at the
low-pressure side of the porous cylinder. To maintain a constant
face velocity at the surface of the porous cylinder, mass balance
between the porous cylinder outer surface and inlet 2 is applied
using Eq. �13�. The permeability of the porous cylinder is as-

sumed to be 1.6	10−10 m2 /m, and this is equivalent to the per-
meability used in the comprehensive experimental investigation
done by Grimethorpe �14�.

V2 =

RoVf

Lp2
�13�

5 Discussion of the Results
In the case of the flow in a tube bank, three flow regimes are

distinguished by their Reynolds number: a laminar flow regime at
Re�100, a mixed flow regime at 102�Re�2	105, and a tur-
bulent flow regime at Re�2	105 �4,2�. The classification of the
flow in the tube bank cannot be applied to the flow around the
multiple porous cylinders. This is due to the fact that the flow
behaviors are different in both cases and the effects of the porous
cylinder act as a boundary layer bleeding mechanism. In this
study, the Reynolds numbers based on porous cylinder diameters
range from 312 to 520. However, it cannot be assumed that the
flow is in the mixing flow regime as it is in the case of the flow
past tube bank. Therefore, the flow will be modeled as laminar in
the case of flow past porous cylinders.

The face velocity of 4 cm/s and the Vi /Vf velocity ratio of 2.5
are used here. Figure 4�h� shows the location of the x- and
y-velocity profiles. The velocities in the y-direction �v-velocity�
are shown in Figs. 4�a�–4�c� for different x-axis locations. The
profile at distance of 40 cm on the x-axes across the center of the
porous cylinder is shown in Fig. 4�b�. Near the porous cylinder
the velocity component in the y-direction increases due to the
suction through the porous cylinder. Because the area of inlet 2 is
smaller than the porous cylinder surface, the velocity at inlet 2
should be set higher than the face velocity. Thus, the v-velocity is
at its highest in one side and at its lowest in the other when the set
velocity is negative.

The profile at a distance of 33.5 cm is located between the first
and second porous cylinders. The v-velocity profile for this loca-
tion shows that the flow is symmetrical between the first two
porous cylinders. It also shows that the fluid near the horizontal
centerlines of the duct flows toward the second porous cylinder in
a horizontal streamline.

Figures 4�d�–4�g� show the profiles for the velocities in the
x-direction for different locations on the x- and y-axes. In the
profile at distances of 40 cm on the x-axes, the highest velocity is
at the porous cylinder surface. This is due to the reduction in the
area of the flow in the presence of the porous cylinders. At inlet 2,
the velocity is at minimum because the flow is entering the inlet
vertically in the y-direction �the dominant velocity at both sides of
the inlet 2 is y-component velocity�. In the last porous cylinder,
the velocity is higher near the porous cylinder and at the top. This
is due to the flow start shedding behind the last porous cylinder,
and this is clear in the profile, which is behind at an x-distance
equal to 58.5. The velocity starts to oscillate to one side but this is
a very small shed, and it does not appear as it was found in the
tube bank.

The stagnation region is clear in the profile when x is equal to
58.5 cm. The velocity falls to the lowest value or almost zero. In
this region, the flow is separated behind the porous cylinder, cre-
ating a stagnation region. Figure 4�g� shows the velocity profile in
the x-direction at y=19.5 cm. The velocity reaches the maximum
and minimum velocities at inlet 2 �due to the reverse flow behind
the porous cylinder�. Also, the u-velocity behind the third porous
cylinder is constant.

5.1 Particle Tracking. To characterize the behavior of par-
ticles of different diameters in the presence of various flow fields,
a parameter of comparison was required. Thus, a useful compari-
son criterion, the radius of convergence �see Fig. 5�a��, was cho-
sen. It is essential to estimate the optimum distance between the
porous cylinders and the velocity range which can be used. The
radius of convergence is defined as the farthest perpendicular dis-

Table 1 Summary of boundary conditions and physical
parameters

Face velocity Vf 4 cm/s
Approach velocity Vi 7.2 cm/s, 8 cm/s, 8.8 cm/s, 10 cm/s,

12 cm/s, and 20 cm/s
Vi /Vf 1.8, 2, 2.2, 2.5, 3, and 5
Fluid Air
Viscosity 1.8	10−5 kg /ms
Density 1.2 kg /m3

No. of cells 32,286
Turbulence model Laminar

Fig. 3 The filter and the second inlet „or inlet 2…
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tance from the cylinder centerline, at the inlet plane, from which a
particle would impinge on the porous cylinder, as shown in Fig.
5�b�. The radius of convergence depends on the inlet velocity, the
particle size, and the face velocity �23�.

Spherically shaped particles, having diameters of 1 �m,
50 �m, 100 �m, and 200 �m, were injected with an assumed
ash density of 600 kg /m3. Although particle diameters between
1 �m and 50 �m are the main focus in power plant applications,
the results show that no change in the trajectory occurred for
particles in the range 1–50 �m in the cross flow investigation.

However, the radius of convergence varies if the particle has a
diameter of 100 �m or larger. However, a larger particle diameter
is important for other applications such as incinerators.

Figures 5�b� and 5�c� show the particle tracking for a particle
size of 1 �m. The Vi /Vf velocity ratio used in the first figure is
1.8, and the face velocity is 4 cm/s, while the second figure for the
Vi /Vf velocity ratio is 5 and for two particle sizes 1 �m and
200 �m. The particle trajectory in Fig. 5�b� is only for the par-
ticles released from positions in the inlet, where they will enter
one of the porous cylinders. Due to the mass balance between the

Fig. 4 Velocity in the y-direction at „a… x=33.5 cm, „b… x=40 cm, „c… x=58.5 cm, and „g… y=33.5 cm, and
velocity in the x-direction at „d… x=33.5 cm, „e… x=40 cm, and „f… x=58.5 cm; „h… the location of the velocity
profiles „filters location are from 16.25 cm to 22.75 cm in y-distance…
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main inlet on one side and the porous cylinders and outlet on the
other, most of the fluid that has entered the duct is drawn by the
porous cylinders in the low velocity case ratio. However, for the
high velocity ratio, the inlet velocity is high while the face veloc-
ity is kept constant. Consequently, the inlet mass flow rate is
higher than what the porous cylinder needs, and most of the fluid
passes at the main stream toward the outlet. At high velocity ratio
and large particle size, the deposition is not as uniform as in the
small particle size case. This is due to the high inertia force.

Figure 6 shows the relationship between the radius of conver-
gence �Rc� and the Vi /Vf velocity ratios for a face velocity of 4
cm/s. The graphs show that the Vi /Vf ratio is the main factor
affecting the radius of convergence in the cross flow regime. Also,
a similar trend appears for all the particles �1–200 �m�. At a
Vi /Vf ratio of 1.8, the radius of convergence �Rc� for particle size

of 1−100 �m is similar. This means that the particles follow the
fluid streamline, and this is due to the low approach velocity. As
the Vi /Vf velocity ratio increases, Rc diverges slightly in value.
For the high Vi /Vf ratio of 5, the particles do not follow the
streamline because of the high momentum, with which the particle
is released in the case of a high approach velocity. The graph
curves show that as the Vi /Vf ratio decreases, the radius of con-
vergence increases. At low Vi /Vf ratio, Rc is 16.75 cm or 86% of
the area of the inlet, while at the highest velocity ratio and with a
particle diameter of 200 �m, Rc is only 3.75 cm or 19.2% of the
inlet area. This mean 19% of the flow rate is drawn by the porous
cylinders.

In reality, the velocity ratio is quite high for porous cylinders
installed at the outer ring or near the inlet of the porous cylinders
array such as ceramic candle filter vicinity. This is necessary so
that the fluid reaches the porous cylinders in the middle of the
porous cylinder array. Therefore, as the porous cylinder locations
move to the middle, the Vi /Vf velocity ratio decreases. In addi-
tion, it is more likely that the porous cylinders at the other side of
the square array and far from the inlet have lower Vi /Vf ratios. A
full CFD model of such arrays like ceramic candle filter �which
has 138 porous cylinders in the Grimethorpe design� is the next
step and should be examined. Also, the inlet should not be at one
side in the real model, and four to six inlets are essential for
distributing equally the flow over the porous cylinder array. This
could also reduce the vibration caused by high-pressure flow at
one side.

5.2 Velocity Fields. The velocity ratio used here is found by
dividing the inlet velocity over the face velocity for one porous
cylinder. However, the inlet flow rate should be higher than the
total mass flow rate for the three porous cylinders to allow the
fluid to flow through to the outlet. At a Vi /Vf velocity ratio of
1.57, the inlet flow rate is equal to the flow rate for the three
porous cylinders. Therefore, a Vi /Vf velocity ratio of 1.8 is the
lowest ratio used in this investigation. As the number of porous
cylinders increases, the inlet flow rate should be increased.

Velocity magnitude contours for three cases are shown in Figs.
7–9. These cases are of different Vi /Vf velocity ratios of 1.8, 2.5,
and 5. At a Vi /Vf ratio of 1.8, the velocity in the area behind the
last porous cylinder to the outlet is very low. This is due to the fact
that most of the flows are drawn by the porous cylinders and only
12.7% of the flow bypasses to the outlet. As the Vi /Vf ratio is
increased, the amount of fluid which flow in the area behind the
porous cylinder to the outlet are increased to 21.5%, 37.2%,
47.6%, and 68.6% for Vi /Vf ratios of 2, 2.5, 3, and 5, respectively.
The stagnation area size downstream of the first porous cylinder
increases with increases in the Vi /Vf ratio. This is due to the fact
that the approach velocity, and consequently the inertia force, is
small enough to allow the flow to enter the porous cylinder.

Fig. 5 „a… The radius of convergence. Particle tracking of „b…
1 �m and Vi /Vf of 1.8, „c… 1 �m and Vi /Vf of 5, and „d… 200 �m
and Vi /Vf of 5.

Fig. 6 The radius of convergence
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The velocity at the upper and lower sides of the porous cylinder
is increased, the highest velocity in this region is very close to the
porous cylinder, and the maximum velocity is increased as the
approach Vi /Vf ratio is increased. The flow in each side of the
second and third porous cylinders demonstrates similar behavior
to that of the first porous cylinder. However, the velocity at the
second porous cylinder is lower than that at the first porous cyl-
inder. At the third porous cylinder, the velocity is the lowest of the
three. This is due to the reduction in the flow rate after each
porous cylinder’s suction.

The velocity is reduced between each of the two porous cylin-
ders and behind the third porous cylinder. In a spot behind each
porous cylinder where the flow is divided, some of the streamline
curve toward the second porous cylinder and some are forced to
turn toward the first porous cylinder due to the pressure drop

through the porous cylinder, as shown in Figs. 10 and 11. This
forms a stagnation region, which is located behind the porous
cylinder, crossing the horizontal centerline. The stagnation region
elongates horizontally as the Vi /Vf ratio increases. Furthermore,
as the Vi /Vf ratio increases, the stagnation region moves toward
the back of the porous cylinder. As the flow rate decreases due to
the porous cylinder’s suction, the size of the stagnation point be-
hind the porous cylinders is increased. Thus, behind the third po-
rous cylinder, the stagnation region is the greatest.

It can be seen from the velocity contours that the flow in the
high Vi /Vf ratio case behaves like the flow in the tube bank.
However, for the velocity ratio range that is used in this investi-
gation, the flow between the porous cylinders is different than that
in the tube bank case; however, the high Vi /Vf ratio is not suitable

Fig. 7 Velocity magnitude contours „in m/s… for a Vi /Vf ratio of 1.8 and face velocity of 4
cm/s

Fig. 8 Velocity magnitude contours „in m/s… for a Vi /Vf ratio of 2.5 and face velocity of 4
cm/s
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Fig. 9 Velocity magnitude contours „in m/s… for a Vi /Vf ratio of 5 and face velocity of 4
cm/s

Fig. 10 Velocity vectors „in m/s… between the filters for a Vi /Vf ratio of 2 and
face velocity of 4 cm/s

Fig. 11 Velocity vectors „in m/s… between the first and second filter for a
Vi /Vf ratio of 5 „Vf=4 cm/s…
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to be used in the filtration case because the distribution of flow
around the porous cylinder will not be uniform. This is due to the
high inertia force making the fluid pass the porous cylinder in-
stead of turning toward it.

The vector plots show that the flow does not separate from the
porous cylinder as in the case of the flow past cylinder. The flow
behaviors in the area between the first and second porous cylin-
ders are similar to those in the area between the second and third
porous cylinders. The stagnation region behind the third porous
cylinder is greater than that between the porous cylinders and its
location is farther downstream, as indicated in Figs. 12 and 13.
The reason for this difference is the distance between the porous
cylinders. As the distance is increased, the stagnation region
moves farther downstream. The farthest distance that the stagna-
tion region reaches to is behind the last porous cylinder. Between
the porous cylinders and behind the stagnation point, the stream-
lines come together symmetrically before entering the second po-
rous cylinder. Downstream of the porous cylinders, the stream-
lines also come together as at the front of the first porous cylinder.
The maximum velocity is increased as the Vi /Vf velocity ratio is

increased, as indicated in Fig. 14. The figure shows that as the
Vi /Vf velocity ratio increase by 1, the maximum velocity/face
velocity ratio is increased by 1.3.

Most of the pressure drop is through the porous media because
the porous cylinder permeability is very low. This satisfies Dar-
cy’s law. Therefore, in the pressure contours, the porous region
will not be considered to show the other area. Static pressure
contours for a Vi /Vf ratio of 1.8 is indicated in Fig. 13. At the area
where the velocity is low, the static pressure is high. The maxi-
mum static pressure is upstream of the porous cylinder, between
the porous cylinders and the stagnation region. Furthermore, the
static pressure is increased as it passes the porous cylinders. The
pressure drop across the porous cylinders is higher at the last
porous cylinder and lowest at the first. This is due to the high
pressure drop outside the porous region in the high velocity region
around the first porous cylinder.

Al-Hajeri and Aroussi �23� investigated the same geometry and
parameters used in this study using PIV and CFD. They found that
the CFD results matched closely the PIV experimental findings.

Fig. 12 Velocity vectors „in m/s… behind the last filter for a Vi /Vf ratio of 5
„Vf=4 cm/s…

Fig. 13 Static pressure for a Vi /Vf ratio of 1.8 „Vf=4 cm/s…
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This will lead to understand that the results found in this study are
accurate and then validated.

6 Flow in a Bank of Solid Cylinders
The results of our numerical investigation of the flow around

three solid cylinders mounted in a square array are presented here.
The geometry and the physical parameters were similar to those
used for the flow around multiple filters. The approach velocity in
this model was 7.2 cm/s and the Reynolds number was 312. In
geometry of this model, the inlet 2 cells change from inlet live
cells to wall cells, so the filter will be replaced by cylinder. The
mathematical model used here was the RNG k-� turbulence
model.

Flows at the front of the first cylinder are divided symmetri-
cally, creating a low velocity region as indicated in Fig. 15�a�. In
addition, the boundary layer separates symmetrically from the two
sides at 80 deg from the back of the cylinder, forming two eddies
between the two cylinders, as shown in Fig. 15�b�. Similar flow
behavior exists between the second and third cylinders, as shown
in Fig. 15�b�. Behind the last cylinder, vortices are shed alter-
nately from each side of the cylinder and persist for some distance
downstream, forming a double row called the Karman vortex
street. Figures 15�c� and 15�d� show clearly the Karman vortex
street. At the last cylinder, the boundary layer also separates at 80
deg from the back horizontal centerline.

The stagnation region behind the cylinders moved toward the
back of the cylinders. Also, the size of the stagnation region was
greater than that in the case of the flow around the filter. Because
there was no suction in the cylinder as there was in the case of the
filter, the mainstream velocity was high, as indicated in Fig. 15�d�.
However, the high velocity was at the upper and lower sides of the
three cylinders. This was not similar to the results obtained for the
case of flow around multiple filters.

7 Conclusions
Flow past a bank of porous cylinders in cross flow was inves-

tigated numerically. Particle trajectories were obtained for a num-
ber of particle diameters and different Vi /Vf values.

The porous cylinder acted as a boundary layer bleeding mecha-
nism. For a similar range of Reynolds numbers, the flow in a tube
of solid cylinders differed from the flow past the porous cylinder,
and the boundary layer separated on the cylinder surface, creating
eddies and the Karman vortex street downstream of the cylinders.
The flow in bank of the solid cylinders depended on the Reynolds
numbers, while in the case of the porous cylinders, it depended on
the Vi /Vf values.

High velocity occurred at the sides of the porous cylinders.
However, at the first porous cylinder, the velocity was higher than
it was at the last porous cylinder. This was due to the suction of
the porous cylinders, which reduced the flow rate in the model.

Stagnation areas were found behind each porous cylinder, and
their sizes increased as the Vi /Vf values increased. The stream-
lines came together behind the porous cylinders, as they did in the
front of the first porous cylinder.

Particles with diameters of 1 �m, 100 �m, and 200 �m were
tracked through the domain for different Vi /Vf values. It was

Fig. 14 The maximum velocity for different Vi /Vf ratios „Vf
=4 cm/s…

Fig. 15 Velocity vectors for solid cylinders for approach veloc-
ity of 7.2 cm/s „a… upstream of the first cylinder, „b… between the
first and second cylinders, „c… between the second and third
cylinders, and „d… downstream of the first cylinder
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found that the radius of convergence �Rc� yielded the deposition
directly. The radius of convergence was uniquely defined by the
particle sizes and the Vi /Vf value. For a Vi /Vf value of 1.8, the Rc
was 86% of the inlet area, while at the Vi /Vf value of 5, Rc was
approximately 17% of the inlet area. For the particle ranges that
occurred in the power plant applications ��50 �m�, the particles
were uniformly distributed around the surface of the porous cyl-
inder. However, the larger particles did not deposit at the rear part
of the porous cylinder due to their high inertial force. At a low
Vi /Vf value, the Rc for particle sizes of 1–100 �m was similar.
This means that the particles follow the fluid streamline, and this
was due to the low approach velocity.

In the flow in the bank of solid cylinders, for a Reynolds num-
ber of 312, a pair of eddies was created behind the first and second
cylinders. Vortex shedding was also created behind the last cylin-
der. The maximum velocities occurred at the upper and lower side
of the cylinders, and the velocities were identical for the three
cylinders.

Nomenclature
C� � constant

k � kinetic energy �k-� model in CFD�
K � permeability

L2 � length of inlet 2
p � pressure

R0 � filter radius
u � velocity components in x-direction
v � velocity components in y-direction

V2 � velocity at inlet 2
Vf � filter face velocity
A � inverse Prandtl number
� � dissipation rate
� � viscosity
� � kinematics viscosity
� � density

eff � effective
i , j � directional indices

l � laminar
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Unsteady Flow Patterns for a
Double Suction Centrifugal Pump
The flow in a double suction centrifugal pump is presented in this paper. The static
performance of the machine has been obtained in a proper test rig, and the results have
been compared with equivalent numerical results from an Unsteady Reynolds Averaged
Navier–Stokes Equations (URANS) calculation. In a second step, the numerical results
have been exploited to get detailed information about the flow inside the turbomachine.
The main goal of the study is, on one hand, the validation of the numerical procedure
proposed and, on the other hand, the detailed flow-field analysis for the machine, which
points out the possibilities and drawbacks of the pump design. For a double suction
machine, the inlet flow is characterized by the existence of a particular geometry that
tries to force a uniform flow, at least for the nominal flow rate. On the contrary, at
off-design conditions the lack of uniformity produces an unsteady incidence that gives
rise to strong hydraulic loading variations. Instantaneous and average pressure fields
have been analyzed in this paper to study the evolution of such inlet flow unsteadiness
throughout the impeller and the volute. The analysis of both static and dynamic effects on
the pump shaft has been carried out from the numerical calculation of the radial forces.
The results have shown that the performance of the double suction centrifugal pump is
suitable for typical design conditions. The best operation point or nominal flow rate is
found to be at ��0.274, which turns out to produce a specific speed �S�1.25, well in
the range for centrifugal impellers. This operating point is also found to be the one with
better efficiency and with better flow characteristics, regarding the axisymmetry of the
flow pattern and the fluid forces obtained. However, some particular features produce
also interesting results for off-design operating points. �DOI: 10.1115/1.3153367�

1 Introduction
The flow field inside a centrifugal impeller is very complex,

with unsteady and three-dimensional effects, so many studies have
been carried out in the last decades to address these features �see,
for example, Refs. �1,2��. Besides, if the volute casing geometry
has any peculiarity, such as a double suction at the inlet or a
double volute tongue at the outlet, the flow structure becomes
even more complex, and it is still far from being fully understood
�2�. The basic knowledge to accomplish the study of the flow in a
centrifugal impeller and the inherent geometrical difficulties pro-
vide a very restricted frame for any research.

When cavitation problems are likely to arise and large flow
rates are required, a double suction centrifugal pump is a quite
common solution �3�. They are the most suitable option in situa-
tions where the axial forces could establish a limitation for a con-
ventional unit. As a drawback, the axial balance and the possibil-
ity of working at high flow rates increase the radial forces.
Basically, there are three reasons why industry manufacturers
build double suction pumps: to reduce the axial thrust exerted on
the bearings �improving their useful life�, to improve suction per-
formance �reducing NPSHr� because the flow rate is split, and to
reduce capital cost by keeping the pump casing and piping more
compact.

For any hydraulic turbomachine, the flow is always three-
dimensional and unsteady. In fact, the unsteadiness constitutes the
most important source of vibration and hydraulic noise in this type
of machines �4�. Therefore, any flow analysis should be done
keeping both dynamic and 3D effects, because their combination
gives rise to the real working flow patterns �2�. In the past, it was
a common practice to start the design of any of those machines

with a steady flow assumption. However, this assumption is only
valid for operating points near the nominal one, so more complex
and accurate data are needed for understanding the off-design per-
formance. Nowadays, most of the pump designers consider the
unsteady calculations as a standard tool.

Different numerical methods to solve the URANS equations for
turbomachinery applications have been widely developed. These
applications are just an example of the many situations where the
numerical solution of the flow field has proven its worth �5�. The
numerical simulation of a commercial pump is not easy due to the
usual computational fluid dynamics �CFD� difficulties: turbulence
modeling, flow separation, boundary layer effects, etc. �6�. For the
present double suction centrifugal pump, there are also other prob-
lems, such as the extremely difficult geometry �especially at the
inlet� and the complex fluid dynamic effects. Examples of a nu-
merical solution applied to the dynamic effects on centrifugal
pumps have been reported by different authors �7–10��, and some
recent works have applied numerical methods to double suction
geometries �3,11�. Analysis on radial forces or other advanced
features for centrifugal pumps, such as the studies by Agostinelli
et al. �12� or Aysheshim et al. �13�, have not been yet published
for a machine like the one considered in this paper, but probably
will be the objective in the near future.

The experimental facilities and instrumentation to perform a
detailed analysis of the flow dynamics inside any hydraulic ma-
chine have become more and more complex and expensive. So it
is in this context where CFD techniques find direct application
because almost any geometry can be analyzed and meaningful
information can be obtained �6�. In this frame, the numerical re-
search on hydraulic machinery, particularly in the field of the cen-
trifugal pumps, has been increasingly used as a design tool �10�.

In this paper, a numerical modeling of the flow field in a double
suction centrifugal pump is carried out. The simulations have been
conducted for different operating points, and the numerical model
has been validated through comparisons with experimental perfor-
mance curves. After this, flow patterns in the impeller, volute, and
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suction regions have been obtained and carefully analyzed, so
valuable conclusions about the flow structure are reported along
the paper. In particular, the suction flow field is of special interest
due to the induced distortion of the axial and tangential velocity
fields. Pressure evolution is also considered at the pump inlet,
where cavitation is likely to arise.

2 Machine Description and Experimental Tests
The machine consists of a six blade, double aspirating impeller

�see Fig. 1� with an outer diameter of 0.46 m and an outlet blade
angle of 32 deg. The pump has a single duct for the double suction
inlet, with an inlet tongue, and a vaneless spiral volute casing at
the exit �Fig. 2�. The geometrical and operating parameters of the
pump are shown in Table 1. The rotational speed was set to �
=154.99 rad /s, �1 rad /s.

Experiments were conducted in a hydraulic setup, where water
was pumped from and returned to a 200 m3 reservoir. Standard
pressure manometers were used for the head measurements, and
an electromagnetic Krohne flow-meter was installed in the setup
to obtain the flow rate. The uncertainties were found to be less
than �1.5% for the head and efficiency, and less than �2.5% for
the flow rate �confidence level of 95%�. All the uncertainties were
calculated following the method proposed by Kline �14�.

The relatively high specific speed and the double suction at the
inlet are the most relevant features of the studied pump. Although
there is an experimental limitation of the available data, a defini-
tion of the flow features can be obtained if the numerical model is
considered. Another remarkable feature is the existence of an up-
stream or inlet tongue, clearly observed in Fig. 3. This upstream
tongue, placed after the inlet pipe and before the impeller inlet, is
intended for a uniform inlet. The coordinate system shown in

Figs. 3 and 4 will be used in Secs. 3–6 of the paper. The symmetry
plane �Z=0� sets the reference for different planes in which the
increasing Z-axis is coincident with the rotating shaft �see Fig. 4�.
The X plane would be seen as a vertical line in this figure, while
Y corresponds to the drawing plane. As can be observed in Fig. 4,
values higher than Z=0.15 cut the pump giving information in a
section placed further upstream of the rotor inlet and values lower
than that produce a cut with relevant information in the inlet part.
The geometry is quite complex, so further explanations should
keep in mind the geometrical considerations explained in this
paragraph.

3 Numerical Model
The 3D unsteady Navier–Stokes equations were solved using

the FLUENT sotware. Due to symmetry considerations, only a half
of the pump was modeled.

3.1 Geometry and Grid. The discretization of the geometry
was done keeping the balance between calculation time �more
details are included in Sec. 3.3� and the accuracy order of the
simulation for the flow structure. Special care was observed in the
region near the tongue by carrying a detailed study of flow vectors
and the placement of the stagnation point. Unstructured mesh of
tetrahedral cells was generated to define the inlet and outlet zones
�more than 100,000 cells and around 150,000 cells, respectively�
and the same kind of cells were used to define the impeller and
volute �almost 250,000 cells and 235,000 cells, respectively�. In
the volute, a mesh refinement was introduced for the region near
the tongue. Once the geometry was developed, the model was
ready to be simulated. The final grid generated for the inlet sec-
tion, the volute, and the impeller are shown in Fig. 3. The infor-

Table 1 Pump main dimensions and nominal characteristics

No. of blades z=6
Impeller outlet diameter D2=0.46 m
Outlet blade angle �2=32 deg
Outlet impeller width B=0.045 m
Rotational speed �=154.99 rad /s
Nominal flow rate QN=0.694 m3 /s
Head at nominal flow rate HN=49.50 m
Specific speed �S=1.25

Fig. 1 Experimental set-up for the pump measurements

Fig. 2 Sketch of the pump unstructured mesh. „Inlet and outlet
pipe far enough to impose boundary conditions.…

Fig. 3 Unstructured mesh considered for the numerical study
„a detail is enlarged…

Fig. 4 Schematic of the pump defining the reference planes
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mation between the static and rotating parts of the machine was
transferred using a “sliding mesh” technique, defining four differ-
ent flow interfaces �two groups to account for the impeller relative
motion�.

3.2 Mathematical Model. The 3D unsteady Navier–Stokes
equations, including the source term for the centrifugal force in
the impeller, were solved using the commercial code FLUENT. Tur-
bulence closure was achieved with the standard k-� model, and
wall functions based on the logarithmic law were used to model
the boundary layers. The SIMPLEC �Semi-Implicit Method for
Pressure-Linked Equations–Consistent� algorithm was employed
to resolve the pressure-velocity coupling, and second order spatial
and temporal discretizations were established in the mathematical
model.

3.3 Boundary Conditions. For a specific operating point,
pressure boundary conditions were established at the inlet and at
the outlet of the numerical domain. At the inlet, a total pressure
equal to zero was set, while at the outlet, a pressure drop propor-
tional to the kinetic energy was imposed. Therefore, the inlet/
outlet boundary conditions were as similar as possible to the real
working conditions in the pump. The no-slip condition was im-
posed in all the walls of the model: impeller blades, volute casing,
inlet pipe, etc.

The operating point was changed by modifying the pressure
drop at the outlet boundary, which is similar to a partial closure of
a valve. In this manner, comparison between different operating
points allows an easy detection of possible cavitation inception
�same pressure level at the inlet�, even though this is not the main
goal of the present research.

3.4 Numerical Solution Control. The simulations were par-
allelized in a cluster with 20 Athlon-K7 nodes. For the unsteady
calculations the time step was set to 2.703�10−4 s, in order to
get an enough resolution for the dynamic analysis �the Courant
number was kept below 3, which assures numerical stability and
time accuracy�. Mesh independency was studied only through lo-
cal refinement near the tongue, and the preliminary tests with
lower a number of cells indicated neither local nor global flow
variations. Besides, in the numerical domain the averaged cell
sizes are in the range considered as optimum for other pump ge-
ometries previously investigated by the authors �10,15�.

The number of iterations was adjusted to reduce the residual for
a given variable in all the cells below 10−5. The numerical calcu-
lations started with a steady solution, considering the impeller
without rotation at a fixed position. After the steady solution was
found, the unsteady calculations were initialized from those re-
sults. Typically, ten impeller revolutions were needed to achieve
convergence for the periodic solutions, which corresponds to
about 350 h of CPU time.

The numerical uncertainty of the results was related to the
change in some reference values when different mesh refinements
were considered near the tongue, following the guidelines pro-
posed by Freitas �16�. Such uncertainty was estimated to be about
1.5% and 0.5% for both steady and unsteady calculations, respec-
tively. The variation in the global and local variables was consid-
ered under reasonable limits. For example, the effect on � gave a
value of �0.8% at nominal conditions for two different meshes.

4 Static Results and Discussion
Once the periodic state is reached for the unsteady calculations,

two main possibilities are available: a full unsteady definition of
the flow using any of the relative impeller positions or a blade-to-
blade averaged flow analysis. In this section the second approach
is considered in order to obtain the averaged flow description.
Although some instantaneous information is lost, the information
is accumulated for a detailed analysis. For that purpose, the nu-
merical results were averaged over a blade passing period.

Figure 5 shows both the numerical and experimental perfor-
mance curve obtained for the double suction centrifugal pump. In
that figure, the axes are the nondimensional flow rate and pressure
rise according to

� =
Q

	D2BU2
�1�

� =
gH

U2
2/2

�2�

where the subscript 2 refers to the pump outlet section. As can be
observed, the expected trend using the Euler turbomachinery for-
mula for centrifugal machines, with decreasing head for increas-
ing flow rates, is found both numerical and experimentally. Con-
sidering the head curve, the agreement between both sets of
figures is quite good, especially for flow rates higher than �
=0.17. At lower flow rates, there are considerable differences due
to the flow separation, which is not totally well captured by the
numerical model, with an overestimation of the losses. However,
this happens only for a narrow range of flow rates. The mentioned
agreement is clear for the nominal flow rate, which corresponds to
�=0.274. Globally speaking, the agreement found in the compari-
son between both curves has encouraged the research, thus lead-
ing to a performance of a detailed flow analysis, which is ex-
plained in Secs. 5 and 6.

For the efficiency, a quite similar conclusion can be drawn.
Note that the efficiency comparison is estimated through direct
consideration of both numerical and experimental torques. How-
ever, in the experimental results, the torque is measured in the
shaft, while in the numerical scheme it is assumed that there are
no mechanical losses. As a consequence, it is expected to observe
higher discrepancies between numerical and experimental data
due to the numerical simplification of the disk friction at the im-
peller hub and shroud �a more detailed explanation for such dif-
ference was analyzed in Ref. �15��. Although the impeller is a
covered unit, there is a small gap between the outer part of the
impeller and the volute, but this region has not been numerically
modeled.

The relative outlet flow angle is plotted in Fig. 6. This angle,
considered from the tangential direction, gives an idea of the
blade loading and may result in a good indicator of the separation
inception. Averaged values for a blade passing period are plotted
for the different analyzed flow rates. Dashed lines with a cubic
spline approximation are added to the figure. The initial position
of the volute tongue is also plotted in the figure. As summarized in
Table 1, the outlet blade angle is 32 deg. Notice that this angle is
recovered for flow rates close to the nominal one, but differs quite

Fig. 5 Comparison of the performance curves „nondimen-
sional variables…
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importantly for low and high flow rates. A closer look at the figure
points out that the best flow rate in order to recover the blade
angle corresponds to �=0.234. Increasing the flow rate produces a
decrease in the flow angle. The effect of the wakes can also be
observed. For any blade, an angle decrease is found at the pres-
sure side, while a sudden increase is observed at the suction side.
Similar behavior is obtained for all the studied flow rates. In fact,
the important differences for low flow rates between blade and
flow angle depict a clear flow separation, which numerically is not
fully well captured. Globally speaking, the effect of slip is clearly
found for high flow rates. For lower flow rates, especially for the
lowest one, there is an important difference between the blade and
the flow angle. This effect is in agreement with the classic theory,
and the loss of efficiency in these flow rates would come from the
lower height of the velocity triangle. About the blade to blade
distribution, an increase in the angle is found for the suction side
of each blade, and a decrease is observed for the pressure side. In
the suction side, the effect comes from the boundary layer sepa-
ration. As far as this behavior is kept constant for all blade posi-
tions, independently of the volute position and the flow rate, it
seems that the blade boundary layer has a predominant effect on
the blade to blade angle distribution.

5 Unsteady Numerical Flow Analysis
To better explain the results obtained and to summarize the

observed details, different sections of the machine are considered.
To follow the explanations, Fig. 3 must be kept in mind, together
with the consideration about the analyzed flow rates. As an initial
approach, the absolute frame is considered and three different
flow rates are selected for the representation: the nominal one
��=0.274�, a lower flow rate ��=0.126�, and a higher flow rate
��=0.364�.

In order to analyze the working conditions inside the pump, the
phase-averaged unsteady fields were stored along a blade passing
period, and the pressure and velocity fields for different positions
of the impeller were obtained. In this way it is possible to repre-
sent an instantaneous snapshot of the flow field for every rotor
phase. Figure 7 shows the static pressure in the symmetry plane
for the nominal flow rate, where a quite axisymmetric pattern is
obtained in the impeller. The pressure increases softly through the
different flow passages, and no particular effect of the volute
tongue is observed.

A transversal section of the pump is plotted in Fig. 8 �plane
X=0 m� for the three flow rates. As expected, the pressure in-
creases along the machine, and the possible cavitation is clearly
limited to high flow rates and regions near the impeller inlet.
Since the same inlet condition was imposed for all the flow rates,
it would be possible to search locations and intensities of possible

cavitation inception. As very closely related unsteady phenomena,
an analysis of the inlet flow conditions is performed in the follow-
ing paragraphs.

In order to observe the effect of the inlet tongue, Fig. 9 shows
the averaged static pressure distribution at the plane Z=0.25 m,
for the three flow rates. This inlet tongue should minimize the
flow prerotation and produce uniform inlet conditions �at least for
the nominal flow rate�, acting as a flow conditioner. The flow in
the pump evolves in a direction normal to the plane plotted in the
figure and then around the central orifice. A good design of this
inlet tongue would impose a uniform inlet condition, and this is
the case for the nominal flow rate. For the other two flow rates,
the pressure patterns look very similar, although for the higher
flow rate important gradients are more evident as a consequence
of the significant flow distortions introduced by the high veloci-
ties. From Fig. 9, it can be concluded that the inlet tongue is quite
well designed for any of the operating flow rates.

Second, and closer to the impeller inlet, the plane Z=0.15 is
considered. Figure 10 shows the swirling velocity in this section.
Nondimensional values, obtained from the peripheral velocity,
that is, V
 /U2, are plotted in this figure, together with the line of
zero tangential velocity. A similar pattern for the three considered
flows is found. Actually, two different effects with increasing
strength in function of the flow rate are observed: a velocity in-
crease in the rotation direction �clockwise turning� in the main
inlet section and a smaller negative rotation �anticlockwise turn-
ing� placed in the interior diameter of the inlet section �placed at
180 deg from the volute tongue�. As far as the inlet tongue im-
poses a quasi-uniform inlet velocity, this must be the combined
effect of the pressure increase upstream of the impeller and at the
inlet tongue section. Therefore, the effect of this inlet volute is

Fig. 6 Numerical prediction for the exit flow angle „seven
studied flow rates…

Fig. 7 Static pressure distribution in the Z=0 plane for the
nominal flow rate „�=0.274…

Fig. 8 Pressure field at the plane X=0 for three different flow
rates: �=0.126, �=0.274, and �=0.364
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clearly manifested in all the tangential velocities for all flow rates,
presenting an almost constant strength in the prerotation.

To better investigate previous effects, the averaged prerotation
angle is plotted in Fig. 11 for six flow rates. As far as the results
are averaged for a whole passage, no effect of the blades is ex-
pected. On the contrary, a relevant feature is observed in these
results: for the lower flow rate ��=0.126�, and even though the
averaging process should have smeared the blades contribution, a
periodic pattern is found. This means that the inlet tongue modi-
fies the interaction with the impeller blades, producing an impor-
tant non-axisymmetric effect. As the flow rate increases, the pre-

rotation angle is progressively improved showing more uniform
characteristics. From this figure, it can be concluded that there is a
position of resonance for the blades at lower flow rates �upper left
graph�. It could indicate an interaction between the flow imposed
by the inlet tongue and the pressure patterns due to the impeller
and volute tongue. This is quite a result because in Fig. 9 the flow
seems to be quite similar for the analyzed flow rates, but in a
downstream section, as the one analyzed in Fig. 11, the appear-
ance of this position of resonance shows the strength of this fea-
ture and the spatial limit of such effect.

To conclude the analysis on the absolute frame of reference, the
streamlines around the volute tongue are presented for three dif-
ferent flow rates in Fig. 12. For the nominal flow rate ��
=0.274� a good flow distribution around the volute tongue is ob-
tained. In other words, the stagnation point is in the symmetry
plane of the tongue. This aspect, together with the soft division of
the flow, provides a working regime with minimum loss condi-
tions. At this volute tongue, there is no separation, and the whole
machine produces a maximum efficiency. For high flow rates ��
=0.364�, although the flow is aligned with the plane of the plot
�Z=0�, a wide zone with a recirculation bubble is observed. This
zone, placed downstream of the volute tongue, is a consequence
of the low angle of the particles when leaving the impeller and the
impact with the tongue. This impact is not as smooth as for the
nominal flow condition and gives rise to the observed low energy
zone. On the other hand, for low flow rates ��=0.126� there is a
clear 3D structure, and the flow leaves the symmetry plane with a
quite complex pattern. Again, there is a separation zone, placed
for this flow on the impeller side of the volute tongue. The flow,
besides that separation trend, which is an effect of the so high
angle when leaving the impeller, is pushed into the volute with a
secondary rotation. As a result, the obtained flow pattern becomes
much more complex. The 3D structure is due to the strong sepa-
ration of the flow for the lower flow rates and the important un-
steady effects occurring. There is even some backflow from the
volute to the impeller, as can be observed. For the different flow
rates analyzed, the movement of the stagnation point around the

Fig. 10 Averaged tangential velocity field at the impeller inlet „Z=0.15… and three
flow rates „�=0.126, �=0.274, and �=0.364…

Fig. 9 Nondimensional static pressure distribution at the suction, in the inlet tongue
„Z=0.25… and three flow rates „�=0.126, �=0.274, and �=0.364…

Fig. 11 Prerotation angle after the inlet tongue section, Z
=0.062 for six of the analyzed flow rates
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tip of the volute tongue agrees with the expected results, when
compared with published data for a single aspirating centrifugal
pump �17�.

The radial velocity in the relative frame of reference �flow ro-
tating with the impeller� is shown in Fig. 13 for seven flow rates
at the impeller outlet. The values are normalized using the mean
radial velocity corresponding to the maximum flow rate and,
therefore, they never exceed the unity. In this figure, the
X-direction represents the angular position around the outlet sec-
tion, while the Y-direction stands for half of the impeller width at
the outlet �ranging from the center of the outlet width to the
shroud�. The plotted radial velocity is averaged for a blade passing
period in the relative frame of reference in order to better under-
stand the flow leaving the impeller and the tongue effect on the
velocity patterns. The tongue effect is clearer at low flow rates,
with a region of high velocities just after its position. For the
nominal and higher flow rates, a more axisymmetric pattern is
obtained, and the six wakes corresponding to the blades positions
becomes clearer. Therefore, a quite uniform core-wake structure is
recovered, pointing out that the volute tongue design is optimal
for the nominal and higher flow rates.

Similarly to Fig. 13, Fig. 14 shows the averaged tangential
velocity fields in the relative frame of reference for seven flow
rates. The values are made nondimensional with the impeller tip
speed at the outlet section, so the scale must be different for every
flow rate. For the tangential velocity the core-wake structure is
more extended and, therefore, the effect of the volute tongue is
more limited in space. Again, only for the lowest flow rate a more
disturbed flow is obtained. On the other hand, the velocity field

would be the combination of both radial and tangential velocities,
so the global effect of the volute tongue is to increase the flow
distortion as the flow rate decreases.

6 Resulting Forces and Dynamic Effects
A different approach to the previously commented figures, can

be oriented toward the effect of all the nonaxisymmetric effects on
the impeller shaft. For such purpose, an integration of the pressure
and velocity fields is possible with the available numerical data to
obtain the resulting radial forces. As a first step, the equation
considered and applied around the impeller outlet section is

FR =� PdA =�
0

B ��
0

2	

2	RP���d��dZ �3�

From the pressure fields as a function of the flow rate, a radial
force is obtained, which considers only the pressure effect. Figure
15 shows the obtained results and the normalization value. As
expected �for example, see Ref. �18��, higher forces are obtained
for flow rates far from the nominal one. The classical quadrant
change for a centrifugal machine as a function of the flow rate is
also observed. Both conclusions do not differ with the expected
trends for a typical centrifugal impeller. The calculated force is
only due to the pressure distribution, and then the additional effect
corresponding to the momentum exchange is not included in the
calculation.

The existing data could also be analyzed using the static pres-
sure obtained. In this sense, the data available is for any point in
the domain, for the analyzed flow rates and for different instants,
covering a blade passage. From such data, the classic formula for
a fluctuating quantity could be applied to the static pressure, ac-

cording to P= P̄+ P�.
As an example of the values obtained, Fig. 16 shows the evo-

lution of P� in two diametrically opposed positions at the volute.
A sketch of the selected points is also shown in the figure. These
two points are chosen because the observed curves for any other
point in the volute are always placed somewhere between the two
curves shown. For points close to the volute tongue a “V-shaped”
curve similar to the point at 0 deg is obtained. On the other hand,
for points far from the volute tongue, flatter curves �similar to the
180 deg one� are found. In any case, and not only for the points
shown, a minimum pressure fluctuation is found for the nominal
flow rate.

Considering again the relative importance of the fluctuating
pressure field at the blade passing frequency �also studied in Ref.
�18� for a different geometry�, a filtering of the total fluctuation
for the static pressure is obtained. This construction, performed
using a classical fast Fourier transformation �FFT� of the time
domain signal, allows the effect of the pressure force to be filtered
at the blade passing frequency. The result is an unsteady force that
rotates around the impeller at a speed � �i.e., one full rotation for
each blade passing period�, presented in Fig. 17. The X and Y axes
show the forces on each respective direction, made nondimen-
sional using the factor 1

2�U2
2	D2B. The results show the classical

ellipsoidal-shaped curves for all the studied flow rates. The main
axes of the ellipses enlarges as the flow rate differs from the
nominal one. The effect of the volute tongue is only implicit on
the elliptical shape, changing the strength and inclination of the
ellipses. On the other hand, the calculated force would be added,
for any flow rate, to the average values �shown in Fig. 15� and
would be the main cause of shaft fatigue. Due to minimum force
amplitudes, it is expected that the nominal flow rate would ensure
a maximum shaft effective life. Although this force is again only
due to pressure effects, and the total force would be three or four
times higher, the trends observed are somehow related to the total
force, as recently reported by other authors �19�.

Fig. 12 Velocity field around the volute tongue for three flow
rates „�=0.126, �=0.274, and �=0.364…
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Fig. 13 Radial velocity at the impeller outlet averaged in the relative frame

Fig. 14 Swirling or tangential velocity at the impeller outlet averaged in the relative frame
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7 Conclusions
A numerical analysis of the flow inside a double suction cen-

trifugal pump has been carried out. The static performance curves
obtained with the numerical model have been compared with ex-
perimental data, and a good agreement has been found for both
design and off-design operating conditions, although separation
has not been fully captured by the numerical model for low flow
rates.

A lack of uniformity has been found in the proximity of the
impeller inlet for flow rates far from the nominal one, indicating
that the pump geometry produces a deviation from the axisym-
metric flow distributions even for small differences respect to the
design conditions. For low flow rates, a position of resonance has
been found, which could point out an interaction between the inlet
tongue and the impeller flow. The referred lack of uniformity
might lead to important radial forces that could limit the use of
this particular geometry. Besides, for high flow rates, some pre-
rotation has been found.

Different features have been analyzed in the absolute frame of
reference. The averaged flow solution has shown the design effec-
tiveness for nominal flow rates, producing minimum losses and
optimum flow angle distributions. However, for low flow rates it
has been observed that the inlet tongue is not so well adapted. On

the other hand, this is not a drawback because double suction
centrifugal pumps are mainly designed for high flow rates, with
typical efficiencies over 75%.

The numerical analysis in the relative frame of reference has
shown an axisymmetric flow distribution for high flow rates, and
a quite uniform core-wake pattern has been recovered. Besides,
significant effects derived from the volute tongue have been found
for low flow rates. The minimum values of the radial forces have
been found for nominal or close to nominal flow rates, as can be
observed not only from the averaged values but also from the
blade passing frequency filtered values.

As a global conclusion, it can be said that the analyzed double
suction centrifugal pump performs particularly well for the nomi-
nal and higher flow rates, constituting a quite important advantage
for the design features expected.
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Nomenclature
A � surface, �m2�
B � height at the outlet section �m�
d � differential of any variable, in Eq. �3�

D2 � impeller diameter at outlet �m�
FX, FY � unsteady force on the impeller, X and Y com-

ponents �N�
FR � radial force on the impeller shaft �N�

H and HN � pump head and pump head at the best effi-
ciency point �nominal� �m�

k � turbulent kinetic energy �m2 /s2�
P, P̄, and P� � static pressure, average value and fluctuating

value �Pa�
Q, QN � flow rate and flow rate at nominal point �m3 /s�

U1, U2 � peripheral velocity at impeller inlet and outlet,
respectively �m/s�

V
 � tangential velocity �m/s�
Vr � radial velocity �m/s�

X, Y, and Z � coordinate system, shown in Figs. 3 and 4
z � number of blades

�2 � impeller blade angle �outlet section� �deg�
� � turbulent dissipation �m2 /s3�
� � flow coefficient, see Eq. �1� for definition
� � angular position around the impeller exit, see

Eq. �3�

Fig. 15 Integrated pressure force on the impeller due to the
flow „only pressure effect…

Fig. 16 Fluctuating pressure as a function of flow rate at two
different volute positions, Z=0

Fig. 17 Fluctuating pressure force at the blade passing
frequency
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� � density of the fluid �water in this paper�
�kg /m3�

� and �S � rotating speed and specific speed, respectively,
where �S=�QN

1/2 / �gHN�3/4 �rad/s�
� � head coefficient according to Eq. �2�

 � machine efficiency
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Detailed CFD Analysis of the
Steady Flow in a Wells Turbine
Under Incipient and Deep Stall
Conditions
This paper presents the results of the numerical simulations carried out to evaluate the
performance of a high solidity Wells turbine designed for an oscillating water column
wave energy conversion device. The Wells turbine has several favorable features (e.g.,
simplicity and high rotational speed) but is characterized by a relatively narrow operat-
ing range with high efficiency. The aim of this work is to investigate the flow-field through
the turbine blades in order to offer a description of the complex flow mechanism that
originates separation and, consequently, low efficiency at high flow-rates. Simulations
have been performed by solving the Reynolds-averaged Navier–Stokes equations together
with three turbulence models, namely, the Spalart–Allmaras, k-�, and Reynolds-stress
models. The capability of the three models to provide an accurate prediction of the
complex flow through the Wells turbine has been assessed in two ways: the comparison of
the computed results with the available experimental data and the analysis of the flow by
means of the anisotropy invariant maps. Then, a detailed description of the flow at
different flow-rates is provided, focusing on the interaction of the tip-leakage flow with
the main stream and enlightening its role on the turbine performance.
�DOI: 10.1115/1.3155921�

1 Introduction
In the past two decades, within the research interest in renew-

able energy, efforts have been devoted to exploit the benefits of
sea-wave energy by means of different kinds of devices �1�.
Among these devices, the energy converters based on the idea of
the Japanese wave energy pioneer, Yoshio Masuda �2�, perform
the conversion of the wave motion into an oscillating air-flow
inside a column and for this reason are referred to as oscillating
water column �OWC� systems. The energy of this oscillating air-
flow can be effectively converted into a unidirectional rotational
motion by the self-rectifying Wells turbine �3�. In order to im-
prove the energy conversion process, the turbine should have
good efficiency for a wide range of flow-rates �3–5�. To this pur-
pose, analyses of the flow through the Wells turbine have been
carried out by means of experimental �6–8� and analytical �9,10�
methods. In the past years, thanks to the development achieved in
computational fluid dynamic �CFD�, the numerical simulation of
three-dimensional turbulent flows became practicable and several
numerical studies on the flow-field through turbines for OWC
devices have been presented in the open literature �11–15�. In
consideration of the low sea-wave frequencies, a quasisteady ap-
proach is often employed to analyze the turbine performance. In
particular, three-dimensional simulations were carried out by
Thakker et al. �11� in order to provide the performance of a Wells
turbine with CA9 blade profile; Kim et al. �12� in order to study
the blade sweep influence on the performance of a Wells turbine
using either NACA0020 or CA9 blade profiles; Dhanasekaran and
Govardhan �13� in order to investigate the characteristics of a
Wells turbine with NACA0021 constant chord blades; and Thak-
ker and Dhanasekaran �14� and Torresi et al. �15� to evaluate the
tip clearance effects.

Recently, Boccotti �16� patented an innovative OWC plant,
named resonant wave energy converter �model no. 3�, REWEC3.
This system is essentially a caisson breakwater embodying an
OWC, which is connected to the sea through a small opening.
Waves cannot enter this OWC and the oscillations of the water
column are due to the wave pressure on the small opening �17�.
The main feature of such a plant is that its natural frequency can
be designed to be approximately equal to the wave motion fre-
quency associated with the yearly maximum wave energy contri-
bution �18�. In this situation, the system works in resonant condi-
tions, with higher conversion efficiency with respect to
conventional OWC plants �19�. A small prototype of a monoplane
Wells turbine without guide vanes has been built in order to be
matched with the REWEC3 located off the beach of Reggio Ca-
labria. The prototype has been first tested in an open wind tunnel
facility �20,21� and, recently, on the REWEC3 plant �22�.

The aim of this work is to characterize the turbine performance
and determine the main flow features at different working condi-
tions, with particular care on the incipient and deep stall condi-
tions. The analysis has been performed by means of three-
dimensional numerical simulations using the commercial code
FLUENT, which solves the steady incompressible Reynolds-
averaged Navier–Stokes �RANS� equations, discretized by a finite
volume approach. The use of properly designed fine meshes al-
lowed us to adequately resolve the main flow features, including
the tip-leakage flow. The main mesh characteristics �e.g., grid den-
sity, aspect ratio, first cell height at walls, and cell’s stretching
ratio� have been defined on the basis of previous works dealing
with the numerical simulation of the flow through Wells turbines
�15,20,23–25�. The simulations have been performed using three
turbulence models: the one-equation model by Spalart and Allma-
ras �26�, the two-equation k-� shear stress transport �SST� model
proposed by Menter �27� with low-Reynolds number correction
�28�, and the Reynolds-stress model of Launder �29,30�. The ca-
pability of these three models to provide accurate predictions has
been verified by comparing the computed results with the avail-
able experimental data �20,21� and by analyzing the flow by
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means of the invariant theory of turbulence. The latter analysis
was chosen in view of the complex flow structure. In particular,
the presence of separation and stall conditions, along with stream-
line curvature, swirl, and rotation, which are known to induce
strong anisotropy of the Reynolds-stress tensor, makes this flow
simulation a very severe test for turbulence models based on the
linear eddy viscosity concept, like those commonly employed in
the simulations of a Wells turbine �11–15�.

Finally, the paper provides a detailed description of the flow-
field for different values of the flow coefficient, describing the
interaction of the tip-leakage flow with the main stream and en-
lightening its role on the turbine performance.

2 The Wells Turbine
Sea-wave energy power plants experienced a renewed interest

after the introduction of the Wells turbine �31�. In fact, in OWC
wave energy converters, due to the wave motion, pressure fluc-
tuations are generated inside a plenum, thus producing an oscil-
lating air-flow, whose energy can be effectively converted into a
unidirectional rotational motion by the self-rectifying Wells tur-
bine. In its basic configuration, this is an axial-flow turbine, com-
posed of a rotor with untwisted airfoil blades of symmetrical cross
section, usually belonging to the NACA00XX series, radially set
at 90 deg stagger angle; see Fig. 1.

The main feature of the Wells turbine is its capability of pro-
ducing a time-averaged positive power from a cyclically reversing
flow. A simplified scheme of the working principle is given in Fig.
2, which illustrates the forces acting on a cascade blade mounted

on the turbine hub. Given the absolute velocity C and the tangen-
tial rotor velocity U, the relative flow velocity W is obtained.
According to the two-dimensional cascade theory, the undisturbed
flow velocity W� is the average of the upstream �W1� and down-
stream �W2� relative velocities and forms an angle � with respect
to the blade chord. The lift, L, and drag, D, forces �perpendicular
and parallel to W�, respectively� can be resolved into the tangen-
tial, Fu, and axial, Fn, components, whose magnitudes vary during
the cycle. However, the direction of Fu is predominantly indepen-
dent of the axial-flow direction �4�. Fu will be negative whenever
the drag becomes dominant, namely, either when the flow-rate
approaches zero or when severe stall conditions occur. Another
important feature of the Wells turbine is related to its high rota-
tional speed, which allows one to directly match it to the electrical
generator and enables energy to be stored by fly-wheel effect �32�.

The Wells turbine prototype under investigation is shown in
Fig. 3. The turbine is characterized by the following parameters:
hub radius, Rhub=101 mm; tip radius, Rtip=155 mm; NACA0015
blade profile with constant chord length, c=74 mm; and number
of blades, N=7. Therefore, the hub-to-tip ratio, h=Rhub /Rtip, and
the solidity, s=Nc / �2�Rmid� with Rmid=128 mm, are equal to
0.65 and 0.64, respectively. The chosen hub-to-tip ratio and solid-
ity turn out to be very close to the optimum values in terms of
efficiency, according to a recent study �25� based on factorial de-
sign and carried out by means of an actuator disk theory �33�,
which accounts for three-dimensional effects. The hub is made up
of aluminum and obtained from a commercial fan. The blades
have been produced in composite material reinforced by carbon
fiber with suited attachment in order to fix the blade with a stagger
angle equal to 90 deg.

The turbine performance has been assessed in a test facility, as
discussed in Refs. �20,21�.

Fig. 1 High solidity Wells turbine

Fig. 2 Velocity diagrams and forces acting on a cascade blade, where „1… and „2… refer to the upstream
and downstream conditions, respectively

Fig. 3 Wells turbine prototype
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3 Numerical Model
The commercial code FLUENT is used to carry out the simula-

tions. The steady incompressible three-dimensional RANS equa-
tions are discretized by means of a finite volume approach. The
pressure-velocity coupling is achieved by means of the semi-
implicit method for pressure-linked equations �SIMPLE� algo-
rithm. The equations are solved in a noninertial reference frame
rotating at the same angular speed of the turbine, the relative
velocity being used as the dependent variable. The convective
terms are discretized using a second-order-accurate upwind
scheme, whereas pressure and viscous terms are discretized by
means of a second-order-accurate centered scheme. An implicit
segregated solver is employed. Concerning the turbulence effects,
three different models available in the code have been used. Two
models, namely, the one-equation model by Spalart and Allmaras
�26� and the two-equation k-� SST model proposed by Menter
�27�, rely on the Boussinesq approach to linearly relate the Rey-
nolds stresses to the mean strain-rate tensor components by means
of a computed turbulent viscosity. In particular, the k-� SST
model is used in its low-Reynolds number version �28� in order to
properly predict the asymptotic behavior of the turbulent quanti-

ties when approaching a solid wall. In the third model, that is, the
Launder Reynolds-stress model �29,30�, the Boussinesq approach
is avoided and each component of the turbulent stress tensor is
computed by solving the corresponding transport equation. In this
way, though with an increased computational effort due to the
higher number of transport equations, the drawbacks of the iso-
tropic eddy viscosity assumption are overcome, thus obtaining a
model that, in principle, is closer to the physics of the turbulence
phenomena and, therefore, more suitable for problems with
marked anisotropy of the Reynolds-stress tensor, such as in the
presence of streamline curvature, swirl, rotation, and rapid
changes in strain rate.

3.1 Computational Domain. A simplified model of the tur-
bine geometry has been used in the computations, considering
only the flow in the annulus as shown in Fig. 4. In fact, the
analysis performed by the authors in a previous study �21� indi-
cates that, for the geometrical and flow configurations considered
here, the presence of the hub-nose influences only marginally the
turbine performance, and thus has not been taken into account in
this paper. Moreover, the value of the tip gap has been taken equal
to 2% of the chord length, approximately equal to that of the
prototype. Taking into account the turbine symmetry, only one-
seventh of the annulus has been computed, imposing periodic
boundary conditions in the tangential direction. The computa-
tional domain has been limited in the axial direction to four chord
lengths upstream and six chord lengths downstream of the blade.

Particular care has been devoted to the mesh generation. Rely-
ing on the experience acquired by the authors in the numerical
simulation of the flow through Wells turbines �15,20,23–25�, three
grids have been generated �Grid A, Grid B, and Grid C�, in order
to carry out a grid-sensitivity study. For all the meshes, the com-
putational domain has been discretized by means of a fully struc-
tured multiblock grid, even in the gap region, using a body-fitted
C mesh close to the blade and an H-type mesh elsewhere, as
detailed in Fig. 5, where the mesh on the blade-tip surface is
provided. A global view of the meshes on the blade and hub
surfaces is provided in Fig. 6 according to Grid A. The mesh
generation of the three grids has been carried out by means of

Fig. 4 Turbine model geometry

Fig. 5 Computational Grid A: discretization of the blade-tip surface and the leading- and trailing-
edge regions
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code GAMBIT, with the following parameters.
The following are observed for Grid A.

• Both sides of the blade profile have been discretized using
132 intervals.

• On the truncated trailing-edge, 16 equispaced cells have
been used.

• The height of the first cell close to the blade profile is equal
to 5�10−5c.

• 48 intervals have been employed in the radial direction, the
height of the first cell at the hub surface being equal to 4
�10−4c.

• Twelve nonuniformly spaced cells have been used in the
radial gap zone, the height of the first cell at the blade tip
and at the case being equal to 2�10−3c and 1.1�10−3c,
respectively.

• The overall number of cells is equal to about 2�106.

Grid B differs from Grid A due to the following features.

• 130 intervals, instead of 132, have been used in order to
discretize both sides of the blade profile.

• On the truncated trailing-edge the same number of cells has
been applied but they have been symmetrically clustered
near the ends, where a cell size equal to 4�10−5c has been
used.

• The first cell height at the blade profile has been reduced
from 5�10−5c to 3�10−5c.

• Along the blade span the cell distribution has been modified
in order to have the 48 cells symmetrically distributed about
the midspan and clustered near the ends, the height of the
first cell at the hub surface being equal to 10−4c.

• In the radial gap zone the number of intervals has been
raised to 20 �symmetrically distributed about the midpoint�,
the first cell at blade tip being equal to 10−4c.

• The overall number of cells is equal to about 2.4�106.

Grid C differs from Grid B due to the following features.

• Along the blade span the number of cells has been doubled
to 96, also reducing the first cell height near the tip to 6
�10−5c.

• In the radial gap zone the number of intervals has been
raised to 24, also reducing the first cell height near the tip to
6�10−5c.

• The overall number of cells is equal to about 4.1�106.

With the aim of obtaining an accurate prediction of the flow in
the boundary-layer region, all grids have been designed in order to
obtain quasi-orthogonal cells along the blade surface and a re-
duced growing rate, as shown in Figs. 7 and 8. All meshes used to
discretize the computational domain are fine enough to resolve the
viscous sublayer �y+ close to 1� at the blade and hub surfaces, so
that the turbulence equations are solved up to the walls and no
near-wall modeling is needed. Concerning the other surfaces �case
and tip-blade� the y+ values of the first cells at the wall range
between 10 and 30 in the case of Grid A, whereas it is about equal
to 1 in the cases of Grids B and C. The enhanced resolution of
Grid C with respect to Grid B concerns mainly the refinement of
the domain discretization in the radial direction.

As far as the boundary treatment is concerned, the following
conditions have been used.

• No-slip boundary conditions are imposed at the blade sur-
face, hub, rotor, and casing.

• Periodicity is imposed along the meridional surfaces delim-
iting the 1/7 domain in the tangential direction.

• A uniform velocity profile has been used at the inflow sur-
face along with turbulent intensity, I, equal to 1% and tur-
bulence length scale, L, equal to 1 /100c.

• Radial equilibrium has been imposed at the outflow surface
of the annulus.

Fig. 6 Computational grid: discretization of the blade and hub
surfaces

Fig. 7 Computational Grid A: partial view of the leading-edge
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4 Results

4.1 Global Performance Analysis. During the experimental
tests �20,21�, the blower’s rotational speed was kept constant
while the rotational speed of the Wells turbine was changed from
2000 rpm up to 2700 rpm, in order to consider different steady
flow configurations.

The turbine performance is described employing the following
dimensionless parameters.

• For flow coefficient,

U� =
V

Utip
�1�

where V=Q /Aannulus indicates the bulk inlet velocity, Q be-
ing the volume flow-rate, and Utip is the tip-blade velocity.

• For torque coefficient,

T� =
T

��2Rtip
5 �2�

where T is the turbine’s shaft torque, �=1.225 kg /m3 is the
air density, and � is the turbine angular speed.

• For stagnation pressure drop coefficient,

�P� =
�P0

��2Rtip
2 �3�

where �P0 is the stagnation pressure drop across the tur-
bine, evaluated using the mass average values at the inlet
and outlet sections of the computational domain, respec-
tively; notice that such a variable, needed to compute the
turbine efficiency, has been obtained only from the numeri-
cal simulations.

• For pressure drop coefficient,

�Ps
� =

�P

��2Rtip
2 �4�

where �P is the pressure drop across the turbine, evaluated
using the mass average values at the inlet and outlet sections
of the computational domain, respectively.

• For efficiency,

� =
T�

Q�P0 �5�

In all computations the steady state solution has been obtained
by requiring that the maximum L1 norm of the residuals of the
conservation and turbulent transport equations is lower than 10−4.
Using Grid B, such a condition has been reached using a number

of iterations ranging from about 5000 to 10,000 for all the flow
conditions and turbulence models; moreover, the computational
cost per iteration required by the k-� and Reynolds-stress models
was about 20% and 60% higher than that required by the Spalart–
Allmaras model.

As a first step, a grid-sensitivity analysis has been carried out.
To this purpose, the global turbine performances obtained using
the Spalart–Allmaras turbulence model on Grids A, B, and C for
U� equal to 0.218 and 0.238 have been computed and are shown
in Tables 1 and 2. Due to the small differences between the results
of all the grids, we can argue that Grid A is already sufficiently
refined to capture the main performance parameters; the solutions
obtained using Grid B can be considered more reliable than those
obtained using Grid A, due to its favorable features in terms of y+

values at all walls; and a more refined mesh, such as Grid C, with
a spanwise doubling of the number of cells, turns out to be super-
fluous. Thus, in the following only the results obtained with Grid
B will be shown.

The turbine performance has been first evaluated by comparing
the experimental and computed torque and pressure drop coeffi-
cients versus the flow-rate coefficient. Figures 9–12 show the
variations of the computed dimensionless parameters versus the
flow-rate coefficient, obtained using the three turbulence models.
In particular, three significant U� values used in the following
analyses are put in evidence.

It appears that the results of the present simulations with all the
turbulence models are in reasonable agreement with the experi-
mental data in terms of pressure drop; actually, the k-� and
Reynolds-stress models predict slightly lower values with respect
to the results of the Spalart–Allmaras model and experimental
data. This behavior of the turbulence models is confirmed by the

Fig. 8 Computational Grid B: partial view of the leading-edge

Table 1 Grid-sensitivity study for U�=0.218

T� �P� �Ps
� �

Grid A 0.1173 0.5166 0.5681 0.5068
Grid B 0.1156 0.5236 0.5676 0.4997
Grid C 0.1161 0.5263 0.5722 0.4979

Table 2 Grid-sensitivity study for U�=0.238

T� �P� �Ps
� �

Grid A 0.1404 0.5698 0.6309 0.5005
Grid B 0.1385 0.5826 0.6333 0.4918
Grid C 0.1384 0.6023 0.6389 0.4871
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distributions of the stagnation pressure drop coefficient, given in
Fig. 11, which also shows that, due to the small amount of the
kinetic energy in the measure sections, �P���Ps

�. Concerning
the torque distribution, the stall condition is roughly predicted by
the three models with non-negligible differences. The Reynolds-
stress model appears to be able to better predict the torque distri-
bution before the stall inception �U�	0.22� and, more impor-
tantly, to capture the behavior at incipient stall condition �0.22
	U�	0.25�, with a local plateau before the deep stall conditions,
occurring when U�
0.25, where greater discrepancies with other
turbulence models are observed. It can be noticed that the pres-
ence of a relatively flat behavior, with a barely appreciable local
maximum in the torque coefficient distribution at incipient stall
condition, is often observed in high solidity Wells turbines �e.g.,
the experimental results of Curran and Gato �34��. On the other

hand, the results obtained using the Spalart–Allmaras model pro-
vide a higher �20–30%� torque value before stall inception, predict
a delayed abrupt stall condition, and, finally, provide closer results
with respect to the experimental data in the deep stall conditions.
The performance predicted by the k-� model are similar to those
of the Spalart–Allmaras model for U�	0.22, whereas, for higher
values of U�, it predicts an early abrupt stall condition.

A further consideration is in order: The efficiency distribution,
provided in Fig. 12, presents a slightly decreasing trend until stall
inception and this value �between 0.4 and 0.5� indicate a low
turbine efficiency. This could be due to the small dimensions of
the prototype, and thus a small value of the Reynolds number
�about 2�105�, which implies a negative scale effect, in agree-
ment with the prediction based on several experimental results �3�
registering a reduction in maximum efficiency with the reduction
in the Reynolds number.

In order to gain a better understanding of the turbine perfor-
mance, it is worthwhile to investigate in which amount the differ-
ent blade portions contribute to the overall torque and how these
amounts change when varying U�. To this purpose, a torque pa-
rameter, �, has been defined, indicating the torque contribution
per unit radial blade length,

��R� =�
0

L�R�

t�R,��d�

where t�R ,�� is the local blade-torque contribution per unit area, �
is the curvilinear coordinate measured along the blade surface �for
a given R�, and L�R� is the profile length at R. It is worth noting
that the main contributions to the blade torque are those given by
the blade pressure and suction surfaces, whereas the contributions
of the tip and rotating-hub surfaces are negligible. Moreover, the
viscous stress contribution to the torque, which is taken into ac-
count in the present analysis, is always two to three orders of
magnitude lower with respect to the pressure one.

The distributions of � versus the blade-height fraction, r�= �R
−Rhub� / �Rtip−Rhub�, obtained using the three turbulence models
and for U� equal to 0.218 �without stall�, 0.238 �incipient stall�,
and 0.257 �deep stall� are given in Fig. 13. The Spalart–Allmaras
turbulence model provides similar � distributions for U� equal to
0.218 and 0.238, the latter case presenting slightly higher values
at all radial positions; the sharp performance decrease at U�

=0.257 is due to the stall condition observed from about the 30%
of the blade span. On the other hand, the k-� turbulence model
predicts similar � distribution for U� equal to 0.238 and 0.257,
justifying the abrupt early stall condition, the latter case present-
ing lower values at all radial positions. Finally, the results of the
Reynolds-stress turbulence model show that for U� equal to 0.218
and 0.238 the flow features remain unchanged only from hub to
about 40% of the blade span, the latter case presenting lower �
values due to the missing relief-effect at the blade-tip region; also,

Fig. 9 Torque coefficient, T�

Fig. 10 Nondimensional pressure drop, �Ps
�

Fig. 11 Nondimensional stagnation pressure drop, �P�

Fig. 12 Efficiency, �

071103-6 / Vol. 131, JULY 2009 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.158. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



for U�=0.257, the behavior from hub to about 25% of the blade
span remains almost equal, but the differences appear more pro-
nounced over the remaining blade portion, due to a large separa-
tion region from tip to midspan, with a non-negligible part with
negative torque.

The above mentioned relief-effect is due to the beneficial effect
that the tip-leakage flow has on the turbine performance, as it will
be discussed in more detail in Sec. 4.3, caused by tip vortex ca-
pability to partially counterbalance the tendency of the flow to
separate at the tip suction side.

Finally, Fig. 13 shows that for all the flow conditions and all the
turbulence models the distributions of � in a thin region close to
the blade tip present a high positive gradient. The reason for such
a finding could be traced back to the pressure behavior over the
blade surface in the tip region, as shown for the Reynolds-stress
model and U�=0.238 in Fig. 14, where the gauge pressure, Pg,
distributions along the blade at different radial positions from r�

=0.9935 to r�=0.9994 are provided. It appears that pressure on
the blade pressure side decreases very rapidly when approaching
the blade-tip surface due to the tip-leakage flow acceleration,
while the pressure on the suction side remains almost unchanged.

Consequently, the suction-side contribution to the torque is almost
constant, whereas the pressure side one is markedly changed. Up
to r�=0.9974 the rear pressure-side contribution to the torque is
positive but unable to counteract the negative front one, as will be
more clearly shown in the following analysis considering the
torque contribution per unit area versus the chord fraction. On the
other hand, when the tip section is reached �r�=0.9994�, a stag-
nation region is no more visible and the flow decelerates over the
whole pressure side in the tangential direction, so that its contri-
bution to the torque is positive.

In order to complete the picture of the spatial distribution of the
torque exerted by the fluid on the blade surface, the distribution of
the torque per unit area, t �measured in N/m�, has been analyzed
along the blade profile at different radial positions: R=0.11 m
�close to hub�, R=0.13 m �close to midspan�, and R=0.15 m
�close to tip�. Figures 15�a�–15�c� provide these distributions for
three values of U�, namely, 0.218, 0.238, and 0.257, and two
turbulence models, namely, the Spalart–Allmaras and Reynolds-
stress models. Moreover, for the same conditions of Figs.
15�a�–15�c�, the sum ts of the pressure- and suction-side terms of
t is plotted in Figs. 15�d�–15�f� versus the chord fraction. Consis-
tently with the radial distribution of Fig. 13, the following are
observed: �a� The values of t are higher in magnitude in the
leading-edge region, whereas lower and mainly positive values
are obtained in the rear 60% portion of the blade; �b� in the hub
region �R=0.11 m� the variations of t with U� are negligible, so
that the torque obtained in this region over both sides of the blade
can be considered almost constant for the different flow condi-
tions; �c� the variations of t with U� increase along with R and
mainly interest the suction side of the blade; again, the leading-
edge region is characterized by more relevant t variations; �d� for
U�=0.257 and both turbulence models, at R=0.13 m the negative
values of ts in the leading-edge region indicate that the stall con-
dition involves also the midspan region; indeed, it will be shown
later that such a result can be traced back to the separation region,
starting from the blade tip and extending to midspan; on the other
hand, for the other U� values, the differences between the results
of the two models are small and comparable to those at R
=0.11 m; �e� differently from the previous cases, at R=0.15 m
only for U�=0.218 and U�=0.257 the two models show a similar
behavior, whereas for U�=0.238 the Spalart–Allmaras model still
presents positive ts values at the leading-edge, indicating a lack of
separation, which, on the other hand, is correctly predicted by the
Reynolds-stress model.

From the above analysis one can see that the flow through the
Wells turbine is characterized by a high level of complexity,
which becomes even greater in stall conditions. Therefore, it is not
surprising that, using a RANS approach, the results provided by
the three turbulence models are qualitatively similar but quantita-

Fig. 13 Distribution of the torque parameter � †N‡ versus the blade-height fraction, r�

Fig. 14 Gauge pressure „N/m2
… distributions along the chord

fraction at different r� values obtained using the Reynolds-
stress model for U�=0.238
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Fig. 15 Torque per unit area t „N/m… „„a…–„c…… and sum ts „N/m… of the pressure- and suction-side terms of t versus the
chord fraction „„d…–„f……
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tively quite different. The results of the Reynolds-stress model are
closer to the experimental data, whereas, before separation takes
place, the two eddy viscosity models provide results in good
agreement with each other but different from those of the
Reynolds-stress model. The main differences are found in the de-
tection of the stall condition, namely, the separation condition, the
separation-zone detection, and the corresponding flow-field.

4.2 Anisotropy Invariant Analysis. In order to set up an al-
ternative comparative study among the results of the three turbu-
lence models and recognize which of them could provide the most
reliable solutions, we shall analyze the properties of the nondi-
mensional anisotropy tensor

aij =
ui�uj�

q2 −
1

3
�ij �6�

where q2 is the trace of the ui�uj� tensor, equal to twice the turbu-
lence kinetic energy �q2=2k�, and �ij is the Kronecker delta func-
tion. In the case of linear eddy viscosity model, the anisotropy
tensor clearly renders the nature of the Boussinesq assumption

aij = −

T

k
Sij �7�

where 
T is the kinematic turbulent viscosity and Sij is the mean
strain-rate tensor

Fig. 16 Anisotropy invariant contours at midspan obtained using the Reynolds-stress model

Fig. 17 Anisotropy invariant contours at R=0.15 m obtained using the Reynolds-stress model
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Sij =
1

2
� �Ui

�xj
+

�Uj

�xi
� �8�

Besides the trace, two other scalar invariants can be defined,
which will be used to investigate the results of the simulations,
according to the invariant theory of Lumley �35�. Since the aniso-
tropy tensor is symmetric and has trace equal to zero, these two
scalar invariants can be defined as follows:

II = aijaji, III = aijajkaki �9�
In the axisymmetric turbulence limit, these quantities have to sat-
isfy the following relation:

II = 3
2� 4

3 	III	�2/3 �10�

Therefore, according to Escudié and Liné �36�, an axisymmetric
invariant can be defined as follows:

A =
4/3III

�2/3II�3/2 �11�

so that for A= �1 the axisymmetric limit is recovered, with a
“rodlike” structure for A=−1 �the normal stresses are larger than
the streamwise components� and a “disklike” structure for A=1
�the streamwise stress is the largest one�. On the other hand, when

Fig. 18 Anisotropy invariant contours at midspan obtained using the k-� model

Fig. 19 Anisotropy invariant contours at R=0.15 m obtained using the k-� model
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the two-dimensional turbulence limit is reached, the two invari-
ants have to satisfy the following relation:

II = 2
9 + 2III �12�

so that, according to Ref. �36�, a two-dimensional invariant can be
defined as follows:

G = 1
2 �2III − II� + 1

9 �13�

hence for G=0 the two-dimensional limit is recovered. Therefore,
as suggested by Escudié and Liné �36�, the turbulence anisotropy
can be studied in terms of invariant maps in the �A ,G� plane. In
such a plane, apart from the above mentioned limits for axisym-
metry and two-dimensionality, other special cases are three-
dimensional isotropy, for G=1 /9 and any value of A; two-
dimensional isotropy, for G=0 and A=−1; and one-dimensional
isotropy, for G=0 and A=1. The realizability conditions are

− 1 � A � 1, 0 � G � 1/9 �14�

The anisotropy maps have been computed on two different blade-
to-blade planes, namely, at midspan and at R=0.15 m �close to
tip�. The critical case U�=0.238 has been considered when the
turbulence models show relevant differences in predicting the in-
cipient stall condition starting from the tip. The results for the
Reynolds-stress model are given in Figs. 16 and 17. For the sake
of brevity, only one of the eddy viscosity models is considered,
namely, the k-� one, and the corresponding maps are given in
Figs. 18 and 19.

The Reynolds-stress model substantially provides an isotropic
Reynolds-stress tensor at midspan due to the turbulence state at
the inlet section and to the sufficiently large distance from the hub
and case walls. This is evident from the contours of G, Fig. 16,
which give G values almost everywhere between 0.09 and 1/9,
any consideration on the value of A being of no interest. The field

is crossed by lower levels of G close to the blade boundary-layer
and along the blade wakes.

Moving toward the blade, as anisotropy increases due to the
presence of the blade walls, G tends to decrease while assuming
the axisymmetric disklike structure �A→1�, according to the
analysis of stagnation flows provided in Ref. �37�. The tendency
toward the axisymmetric disklike structure is observed also in the
cylindrical surface at R=0.15 m, close to the blade tip, Fig. 17,
where the isotropy region �G=1 /9� almost disappeared due to the
presence of the case wall, consistently, for example, with the re-
sults of fully developed channel flows �38�. In the separation re-
gion, starting at the leading-edge, a structure similar to that at the
blade walls is encountered due to the presence of a shear flow.

This picture is substantially altered when analyzing the results
of the k-� turbulence model. In the midspan plane, Fig. 18, the
isotropy region is limited too far upstream of the blade, followed
by a region tending to the two-dimensional limit and presenting
unrealizable values �negative G values�, which are also detected in
the leading-edge region. An unexpected isotropic region is also
seen along the pressure side. In the plane at R=0.15 m, Fig. 19,
the k-� turbulence model presents an isotropic behavior upstream
of the blade, with almost the same extent of that at midspan;
unrealizable conditions are still observed, with G	0 and A
1.
Wide regions with negative A values and G	0.08 indicate a two-
dimensional axisymmetric structure, in contrast with the expected
one-dimensional character due to the case wall proximity.

The different structures put in evidence by means of the aniso-
tropy invariant maps have their counterparts in the turbulent prop-
erties. In particular, the turbulent intensity and the turbulent vis-
cosity ratio obtained at midspan by the k-� model are higher than
those of the Reynolds stress in proximity of the leading-edge on
the suction side �see Figs. 20 and 21�, indicating flow separation.
In fact, a deep stall condition is predicted at this U� unlike the
results of the Reynolds-stress model.

The above analysis confirms the difficulties of turbulence mod-

Fig. 20 Turbulent intensity contours at midspan obtained using the k-� model „left… and the Reynolds-stress model „right…
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els employing a linear eddy viscosity approach to provide a cor-
rect description of turbulence phenomena, particularly in complex
flows, such as the one considered in this paper, involving stream-
line curvature, swirl, and rotational effects. The Reynolds-stress
model, avoiding the turbulence isotropy hypothesis, partially over-
comes the above drawbacks and thus turns out to be more reliable,
also in view of the better agreement with the experimental data in
terms of pressure drop and torque coefficients. According to such
a conclusion, the detailed flow analysis provided in Sec. 4.3 has
been carried out by means of the Reynolds-stress model, main-
taining constant turbulence intensity and length scale values equal
to 1% and 1 /100c, respectively. In view of the lack of experimen-

tal data for such quantities, a sensitivity analysis has been prelimi-
narily carried out �I=1–5%; L /c=1 /100–1 /20�, which revealed
negligible �less than 1%� variations in terms of global perfor-
mance and, more importantly, of flow behavior.

4.3 Detailed Analysis of the Flow-Field. The flow structure
can be explained in more detail by analyzing the flow-field
through the turbine for different flow regimes, before and after the
stall condition. In particular, the three flow conditions with U�

equal to 0.218, 0.238, and 0.257 have been considered. The analy-
sis of the flow structure has been carried out considering its chord-
wise evolution by means of the vorticity component �x perpen-

Fig. 21 Turbulent viscosity ratio contours at midspan obtained using the k-� model „left… and the Reynolds-stress model „right…

Fig. 22 �x contours for U�=0.218
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dicular to four planes: the midchord one �x=0� and three planes
parallel to that and located at the following chord positions x=
−0.03 m �close to the leading-edge, xle=−0.037 m�, x=
−0.02 m, and x=0.02 m. The corresponding contours are shown
in Figs. 22–24.

For U�=0.218 the flow remains attached over almost the whole
suction surface of the blade. A way to verify this is to consider the
radial vorticity contours in blade-to-blade planes at different radial
positions: If no separation occurs, the radial vorticity, coherently
with an attached boundary layer growing streamwise, should be
positive/negative along the blade suction/pressure side. For ex-
ample, Fig. 25 provides these contours near the hub �R
=0.11 m�, at midspan, and near the tip �R=0.15 m�: In all cases
the flow is attached on both sides of the blade. The whole picture
is shown in Fig. 26 where, for the three U� values, the regions of
negative radial vorticity along the blade suction side are given:
For U�=0.218 a marginal separation region is detected at the hub
region in the trailing-edge blade portion.

Figure 22 also shows that the blade-tip region is interested by

the presence of a tip-leakage flow, which starts already close to
the leading-edge and grows moving toward the trailing-edge. This
structure is characterized by two contrarotating vortices, the vor-
tex with positive x-vorticity values originating from the tip-blade
surface and that with negative values developing along the case
surface, both bending toward the blade suction surface, the posi-
tive vortex being stronger than the negative one. Therefore, in
such conditions, the tip-leakage flow has a beneficial effect �relief-
effect� on the turbine performance, since the tip vortex partially
counterbalances the tendency to separation at the tip suction side.
Moreover, in the near-tip blade-to-blade plane, Fig. 25 shows how
the radial vorticity is influenced by the relief-effect: Limiting the
growth of negative radial vorticity region up to the wall, the ten-
dency to separation is avoided.

In this condition, away from the hub and tip-blade sections, the
�x vorticity close to the suction side presents negative values in
all planes. This is clearly seen at x=−0.03 m and x=−0.02 m,
but is also true in the remaining two sections, as shown in Fig. 27,
where the regions of negative vorticity are thinner.

Fig. 23 �x contours for U�=0.238

Fig. 24 �x contours for U�=0.257
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The contours of �x for U�=0.218 also show �a� the wakes of
the adjacent blades, which are not oriented radially due to the
increase in the axial velocity component toward the external ra-

dius downstream of the cascade �15�; and �b� the tip-leakage vor-
tex generated from the adjacent blades and transported down-
stream; notice that the diffusion process associated with the
transport leaves the positive vortex within the channel, while the
negative one merges with the boundary layer developing on the
case.

For U�=0.238 the flow is characterized by an incipient stall
condition, as properly predicted by the numerical results. Differ-
ently from the previously discussed flow behavior, the tip-leakage
flow is markedly more intense so that the tip vortex bending,
along with the relief-effect, is much weaker. In fact, separation
occurs at the suction-side tip, as shown in Figs. 26 and 28, while
the flow is attached at midspan.

For U�=0.257 the deep stall condition is reached. Separation
takes place already at x=−0.03 m at about midspan and extends
on the entire chord length; see Figs. 26 and 29.

From the above description, it is evident that in such a turbine
the flow begins to separate, and hence the blades begin to stall,
from tip to hub region and not vice versa. Indeed, this is a pecu-
liarity of the Wells turbine, as already observed in previous re-
search works �11,15�. In these studies a relevant outward radial
flow downstream of the rotor was observed, with a consequent
decrease in the actual flow deflection toward the tip region, where
the flow is more likely to separate. Such a behavior, effectively
explained by means of a potential flow model based on the actua-
tor disk theory, is due to the blade cascade effect, which decreases
along with the solidity from hub to tip for Wells turbine with
constant chord blades �15,25�. On the other hand, in the limiting
case of vanishing solidity, the flow downstream of the rotor ap-
proaches the free vortex condition, with constant axial velocity
and negligible radial flow, and the flow would more likely sepa-
rate near the hub region. The blade cascade effect can be ob-
served, at different U� values, in Figs. 25, 28, and 29: Moving
from hub to tip, the cascade pitch increases and the flow coming
from the pressure side is less and less effective in counteracting
the flow separation on the suction side of the advancing blade.
Correspondingly, the pressure loading on the blades experiences a
considerable change, as shown in Fig. 30. In agreement with the
considerations drawn in Sec. 4.1, the pressure distribution along
the blade pressure side barely varies with U�, whereas along the
blade suction side major variations are observed resulting in a
decrease in the loading with an increase in both U� and R. Fur-
thermore, the flow separation at the tip is also detectable by the
presence of the pressure plateau along the suction side at U�

Fig. 25 Radial vorticity contours for U�=0.218

Fig. 26 Radial vorticity contours on the blade suction side
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=0.238 and, more importantly, at U�=0.257.
Finally, in order to summarize in a unique picture the consid-

erations above, so as to provide a global view of the tip-leakage
flow and its interaction with the blade suction side, pathline visu-
alizations are presented. Two of the working conditions discussed
above, namely, U� equal to 0.218 and 0.238, are considered and
the corresponding pathlines are provided in Figs. 31 and 32 in
tangential and orthographic views, respectively.

5 Conclusions
In this paper the detailed performance analysis of a small pro-

totype of a high solidity Wells turbine has been presented with
particular emphasis on the incipient and deep stall conditions.
This analysis has been carried out by solving the Reynolds-
averaged Navier–Stokes equations together with three turbulence

models, namely, the Spalart–Allmaras, the k-�, and the Reynolds-
stress models. A detailed study of the local torque contribution
along the blade surface has shown that without separation the
torque increases along the blade span, whereas the stall condition
is observed to start from the tip section, with an abrupt torque
reduction, and to move toward midspan while going in deep stall.
The comparison of the numerical results with available experi-
mental data has shown that the Reynolds-stress model appears
more reliable in predicting the complex flow through the Wells
turbine, for the considered range of operating conditions.

This finding has been corroborated by an anisotropy invariant
analysis of the turbulence stress tensor. Thus, using the Reynolds-
stress model, a detailed description of the flow-field for different

Fig. 27 Particular of the �x contours in the midchord plane

Fig. 28 Radial vorticity contours for U�=0.238
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Fig. 30 Gauge pressure „N/m2
… distributions along the chord fraction at different R values obtained using the Reynolds-

stress model

Fig. 31 Tangential view of the pathlines for „a… U�=0.218 and „b… U�=0.238

Fig. 29 Radial vorticity contours for U�=0.257
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values of the flow coefficients has been provided showing the
interaction of the tip-leakage flow with the main stream and en-
lightening its role on the turbine performance.
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Assessment of Large-Eddy
Simulation of Internal Separated
Flow
This paper presents a systematic numerical investigation of different implicit large-eddy
simulations (LESs) for massively separated flows. Three numerical schemes, a third-order
accurate monotonic upwind scheme for scalar conservation laws (MUSCL) scheme, a
fifth-order accurate MUSCL scheme, and a ninth-order accurate weighted essentially
non-oscillatory (WENO) method, are tested in the context of separation from a gently
curved surface. The case considered here is a simple wall-bounded flow that consists of
a channel with a hill-type curvature on the lower wall. The separation and reattachment
locations, velocity, and Reynolds stress profiles are presented and compared against
solutions from classical LES simulations.
�DOI: 10.1115/1.3130243�

1 Introduction
Many flows of practical importance are governed by viscous

near-wall phenomena that have a major influence on the flow
properties. Among those, unsteady flow separation currently poses
one of the greatest challenges for numerical simulations. It ap-
pears in a wide range of applications pertinent not only to external
flows but also to internal flows, such as flows around turboma-
chinery blades, in divergent channels and nozzles.

The flow over curved surfaces has to overcome an adverse pres-
sure gradient as it travels along the surface. Consequently, kinetic
energy is transformed into internal energy. In addition to this re-
tarding force, the viscous shear continuously slows the fluid down
as it progresses along the surface until, ultimately, the slope of the
velocity profile becomes zero. Under the perpetual influence of
the adverse pressure gradient the flow begins to reverse its direc-
tion and separates from the surface. These phenomena are inher-
ently unstable; thus a well-defined point of separation cannot be
accounted for. It rather results in a separation area with a down-
stream recirculation zone. The unsteady free shear-layer between
the main-stream and the separated boundary layer rolls up into
Kelvin–Helmholtz-type vortices that transfer momentum between
the free-flow and the recirculation zone. The instability of this
unsteady system manifests itself in the breakdown of the Kelvin–
Helmholtz structures. Thus, for massively separated flow, a highly
turbulent wake region dominated by the small-scale dynamics of
the secondary vortices develops.

To date, no theoretical models have been developed that can
deal with the complexity of this type of flow. The boundary-layer
equations, a simplification of the Navier–Stokes equations, are
only valid up to the point of separation. Downstream of this point,
however, the separation zone thickens quickly and the approxima-
tions made in the boundary-layer equations are no longer valid.
And even if they could be applied, the turbulent fluctuations ren-
der the solutions impossible to obtain without resorting to further
approximations.

Implicit large-eddy simulations �ILESs� are currently used to
simulate a broad variety of complex flows, e.g., flows that are
dominated by vorticity leading to turbulence, flows featuring
shock waves and turbulence, and the mixing of materials. How-

ever, most classical test cases for these methods belong to the
group of wall-free flows, e.g., decaying isotropic turbulence �1�,
free jets �2,3�, or Rayleigh–Taylor instabilities �4�, and more in-
sight into the ability to reproduce near-wall effects with ILES is
clearly needed. A small number of investigations focusing on
wall-bounded problems pertinent to practical engineering flows
have emerged only more recently. Here, such problems as open
cavities �5�, plane channels �6�, backward facing steps �7�, or
submarine hydrodynamics �8� have been successfully simulated.

The test case considered here consists of a channel with hill-
type constrictions and periodic boundary conditions in streamwise
and cross-stream directions. The simplicity of the geometry and
the boundary conditions makes it an ideal testbed that has at-
tracted a great deal of interest and produced data from classical
LES �9–11�, where the present simulations can be compared
against.

2 Numerical Framework

2.1 Governing Equations. The physics of �Newtonian� fluid
flow is governed by the Navier–Stokes equations. They are solved
by considering the coupled generalized conservation laws

��

�t
+ � · ��u� = 0 �1�

��u

�t
+ � · ��uu� = − � · P + f · x̂ �2�

�e

�t
+ � · �eu� = − � · �P · u� − � · q + f · u · x̂ �3�

where u, �, e, and q stand for the velocity components, density,
total energy per unit volume, and heat flux, respectively, and x̂ is
the unit basis vector in x-direction. The standard form of the
Navier–Stokes equations is extended by an external forcing term f
similar to the one proposed by Lenormand et al. �12�. This modi-
fication is necessary because pressure-driven channel flow vio-
lates the boundary conditions for the test case considered here,
namely, the periodicity in the x-direction. In the absence of a
pressure drop, the forcing term acts as a driver for the flow and
ensures a constant mass flow rate.

The tensor P for a Newtonian fluid is defined by
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P = p��,T�I + 2
3��� · u�I − ����u� + ��u�T� �4�

where p�� ,T� is the scalar pressure, I is the identity tensor, T is
the temperature, and � is the dynamic viscosity coefficient. The
above system is completed by an equation of state. For a perfect
gas the equation of state is given by p=�RT, where R is the gas
constant.

In order to facilitate the development of numerical methods
Eqs. �1�–�3� are written in a Cartesian matrix form �13� as

�U

�t
+

�E

�x
+

�F

�y
+

�G

�z
=

�R

�x
+

�S

�y
+

�L

�z
+ F �5�

where U is the array of the conservative variables; E, F, and G are
the inviscid and R, S, and L are the viscous flux vectors associ-
ated with the Cartesian x ,y ,z-direction, respectively, and F rep-
resents the external forcing

U = ��,�u,�v,�w,e�T �6�

E = ��u,�u2 + p,�vu,�wu,�e + p�u�T �7�

F = ��v,�uv,�v2 + p,�wv,�e + p�v�T �8�

G = ��w,�uw,�vw,�w2 + p,�e + p�w�T �9�

R = �0,�xx,�xy,�xz,u�xx + v�xy + w�xz − q̇x�T �10�

S = �0,�yx,�yy,�yz,u�yx + v�yy + w�yz − q̇y�T �11�

L = �0,�zx,�zy,�zz,u�zx + v�zy + w�zz − q̇z�T �12�

F = �0, f ,0,0, fu�T �13�

For geometries featuring curvature, Eq. �5� has to be trans-
formed to a generalized curvilinear coordinate given by �
=��x ,y ,z , t� , �=��x ,y ,z , t� , �=��x ,y ,z , t� , �= t. The resulting
system of equations is solved in a split 1D fashion by employing
a Godunov-type high-resolution method �14–16� for the advective
flux derivatives �see Secs. 2.2 and 2.3�, and central differences for
discretizing the viscous terms �13�. In a finite volume framework,
a central difference scheme for approximating the Cartesian ve-
locity derivatives that appear in the diffusive fluxes across a cell
face defined by the subscript �i−1 /2, j ,k� can, for example, be
written as

� �u

�x
�

i−1/2,j,k

=
ui,j,k − ui−1,j,k

�x
�14�

� �u

�y
�

i−1/2,j,k

=
0.5�ui,j+1,k + ui−1,j+1,k − ui,j−1,k − ui−1,j−1,k�

2�y

�15�

� �u

�z
�

i−1/2,j,k

=
0.5�ui,j,k+1 + ui−1,j,k+1 − ui,j,k−1 − ui−1,j,k−1�

2�z

�16�

The remaining components can be calculated accordingly.

2.2 Characteristics-Based Scheme. For the sake of simplic-
ity, only the Cartesian flux derivative �E /�x is considered here.
The discretization at the center of the control volume �i� using the
values of the intercell fluxes yields

�E

�x
=

Ei+1/2 − Ei−1/2

�x
�17�

The intercell flux functions Ei+1/2 and Ei−1/2 are calculated accord-
ing to a characteristics-based �CB� scheme �14–16�, which satis-
fies the following criteria for high-resolution methods �17�.

• Provide at least second order of accuracy in smooth areas of
the flow.

• Produce numerical solutions �relatively� free from spurious
oscillations.

• In the case of discontinuities, the number of grid points in
the transition zone containing the shock wave is smaller in
comparison with that of first-order monotone methods.

The CB scheme is a Godunov-type method that defines the
conservative variables along the characteristics as functions of
their characteristic values. Various reconstruction methods pre-
sented in Sec. 2.3 have been used in this investigation to compute
the characteristic values from the left or right states, UL/R,i−1/2,
depending on the sign of the characteristic speed �eigenvalues�.

Along each characteristic �denoted by l=0,1 ,2�, the variables
Ul are given by

Ul,i−1/2 = �0.5 + �l�UL,i−1/2 + �0.5 − �l�UR,i−1/2 �18�

where the function �l is defined as

�l = 0.5
	L,l + 	R,l

�	L,l� + �	R,l� + 

�19�

The parameter 
 averts division by zero and 	L,l and 	R,l are the
left and right eigenvalues at the cell face, respectively. Using the
Godunov-type up-winding scheme from Eq. �18� three sets of
characteristic variables are calculated

U0,i−1/2 =�
�0

��u�0

��v�0

��w�0

e0

� , U1,i−1/2 =�
�1

��u�1

��v�1

��w�1

e1

�
�20�

U2,i−1/2 =�
�2

��u�2

��v�2

��w�2

e2

�
With the characteristic variables Ul,i−1/2 being known, the

characteristics-based variables Ûi−1/2 are computed according to

Ûi−1/2 =�
�̂

��u
̂

�

��v
̂

�

��w
̂

�
ê

� =�
�0 + r1 + r2

��u�0 + �u + s�r1 + �u − s�r2

��v�0 + vr1 + vr2

��w�0 + wr1 + wr2

e0 + �H + s	0�r1 + �H − s	0�r2

�
�21�

with

r1 =
1

2s2	��0 − �1�
s	0 −
� − 1

2
q2� + ���u�0 − ��u�1���� − 1�u − s�

+ ���v�0 − ��v�1��� − 1�v + ���w�0 − ��w�1��� − 1�w

− �e0 − e1��� − 1�� �22�
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r2 =
1

2s2	− ��0 − �2�
s	0 +
� − 1

2
q2� + ���u�0 − ��u�2���� − 1�u

+ s� + ���v�0 − ��v�2��� − 1�v + ���w�0 − ��w�2��� − 1�w

− �e0 − e2��� − 1�� �23�

and H being the total enthalpy given by

H =
s2

� − 1
+ 0.5q2 �24�

The velocities u, v, and w and the speed of sound s are the aver-
age values of their left and right states and q2=u2+v2+w2. Fi-
nally, the advective flux Ei−1/2 for the CB scheme is calculated

using the variables Ûi−1/2, i.e.,

Ei−1/2
CB = E�Ûi−1/2� �25�

2.3 Reconstruction Methods. High-resolution is typically
accomplished by extrapolation of variables using linear or qua-
dratic functions in a cell as opposed to the piecewise constant
approach used in conjunction with first-order algorithms. Three
reconstruction methods of different accuracies are investigated
here: a third-order monotonic upwind scheme for scalar conserva-
tion laws �MUSCL� scheme, a fifth-order MUSCL scheme, and a
ninth-order WENO method.

2.3.1 MUSCL Schemes. For a MUSCL scheme �18�, the left
and right states of the conservative variables at the cell faces are
computed as

Ui+1/2
L = Ui +

1

4
	�1 − k���rL��Ui − Ui−1�

+ �1 + k��
 1

rL��Ui+1 − Ui�� �26�

Ui+1/2
R = Ui+1 −

1

4
	�1 − k���rR��Ui+2 − Ui+1�

+ �1 + k��
 1

rR��Ui+1 − Ui�� �27�

where U is the vector of cell averaged conserved variables, k is a
free parameter, which is set to 1/3 for the third-order limiter, and
the cells are labeled by the integer i. Additionally,

ri
L =

Ui+1 − Ui

Ui − Ui−1
�28�

ri
R =

Ui+1 − Ui

Ui+2 − Ui+1
�29�

In this study, the following third-order MUSCL-type limiter �19�
is considered:

�M3 = 1 − 
1 +
2Nr

1 + r2�
1 −
2r

1 + r2�N

�30�

M3 is constrained in the normal fashion to first-order accuracy at
local maxima and minima and also includes a “steepening” pa-
rameter N to improve the resolution of discontinuities; in this
paper, N=2.

The fifth-order MUSCL scheme �20� employed here is slightly
more complex,

�M5,L
� =

− 2/ri−1
L + 11 + 24ri

L − 3ri
Lri+1

L

30
�31�

�M5,R
� =

− 2/ri+2
R + 11 + 24ri+1

R − 3ri+1
R ri

R

30
�32�

where monotonicity is maintained by limiting the above extrapo-
lations using

�M5,L = max�0,min�2,2ri
L,�M5,L

� �� �33�

�M5,R = max�0,min�2,2ri
R,�M5,R

� �� �34�

2.3.2 WENO Scheme. WENO �21–24� is an extension of the
original ENO concept first proposed by Harten et al. �25�. It is, in
fact, an arguably simpler, more efficient, robust, and accurate ap-
proach. For a given order of accuracy the requisite polynomial is
interpolated over each support stencil that includes the interface in
question. The smoothness of these candidate polynomials is then
assessed in such a way that a weighted convex combination of all
the resulting interface values can be obtained with minimal spu-
rious oscillations. In effect, stencils that cross a discontinuity will
be assigned a near zero weight in comparison with those that do
not. By including all the stencils, the order of accuracy of the
reconstruction in smooth regions of the flow increases to 2r−1 for
polynomial reconstructions of rth order accuracy.

The WENO method considered in this paper is ninth-order ac-
curate. For the sake of simplicity, however, a third-order WENO
reconstruction derived from a linear interpolation with r=2 is pre-
sented here. For the left-hand interface value Ui+1/2,L, there are
two stencils �xi−1 ,xi� and �xi ,xi+1�. For each stencil, the interpola-
tion polynomial is given by

P−�x� = Ui +
Ui − Ui−1

�x
�x − xi� �35�

P+�x� = Ui +
Ui+1 − Ui

�x
�x − xi� �36�

The convex combination is then

Ui+1/2 =
a0

a0 + a1
P−�xi+1/2� +

a1

a0 + a1
P+�xi+1/2� �37�

with

a0 =
C0

�
 + �IS�−�2 , a1 =
C1

�
 + �IS�+�2 �38�

and the coefficients C are determined for optimal weighting. The
smoothness indicators �IS� are defined through �IS�−= �Ui

−Ui−1�2 and �IS�+= �Ui+1−Ui�2. Finally, 
 is a small number used
to prevent divisions by zero in a perfectly smooth flow. The equa-
tions for higher-order methods are naturally more complex but the
principle does not change �21�.

2.4 Time Integration. For integrating the system of govern-
ing equations in time an explicit Runge–Kutta time-stepping
method was chosen. In separated flows, high levels of turbulence
are usually encountered. Thus, explicit time marching is preferred
to an implicit treatment because of the need to temporally resolve
the rapidly fluctuating components.

The Runge–Kutta method employed here is second-order accu-
rate in time and consists of the following stages:

U1 − Un

h
=

1

2
f�Un�

U2 − U1

h
=

1

2
f�U1�
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Un+1 −
2

3
U2 −

1

3
Un

h
=

1

3
f�U2� �39�

where h=�t is the size and n is the number of the time step,
respectively. Additionally, this method belongs to the group of
strong stability preserving schemes �13� and features numerical
stability for Courant–Friedrichs–Lewy �CFL� numbers of up to 2.
This property significantly contributes to a reduction in the rela-
tively high computational costs associated with time-dependent
flow simulations.

3 Analysis of the Numerical Methods
The implicit approach to subgrid-scale �SGS� modeling in LES

is motivated by the fact that computational solvers are always
affected by both physical as well as numerical limitations and they
should not be regarded separately. It is deemed more appropriate
to consider the combined effects instead.

With no explicit filtering, the average originating from the finite
volume formulation adopted here can be seen as a form of implicit
spatial filtering. The discretization of the governing equations then
leads to an additional truncation error term, which depends on the
discretization scheme and the solution procedure. This numerical
error term conveniently appears in the same divergence form as
the subgrid-scale stress tensor �26�—hence it is assumed to have a
similar effect on the solution.

High-resolution methods had originally been introduced with
the intention to solve the advective part of the equations as accu-
rately as possible. However, it was found that they not only pro-
vide a superior accuracy to classical linear methods, but they are
also equipped with a built-in subgrid-scale model. In order to
investigate this approach to SGS modeling analytically, the meth-
odology of modified equation analysis �MEA� �27� can be em-
ployed to determine the leading order truncation errors arising
from the combination of control volume differencing and inher-
ently nonlinear high-resolution approximations.

For the MEA, the discrete, one-dimensional equation of the
form

Ui
n+1 = Ui

n −
�t

�x
�Ei+1/2 − Ei−1/2� �40�

where U and E are the array of dependent variables and the in-
viscid flux vector, respectively, can be considered �13�. The super-
script n marks the time level, whereas the subscript i denotes the
position in space. After the high-resolution reconstruction step, the
fluxes are determined from the left and right data states by a
linearized Godunov-type method according to

Ei+1/2 =
1

2
�Ei+1/2,R + Ei+1/2,L� −

�E��
2

�Ui+1/2,R − Ui+1/2,L� �41�

with E� being the flux Jacobian �E /�U. For this general form of
the modified equation, the finite volume discretization itself natu-
rally produces a truncation term that is analogous to the effect of
a scale-similarity subgrid model in conventional LES. This term,
which generally enters the equation at second order, is deemed
necessary for a successful ILES approach �26�.

Additional error terms originate from the details of the recon-
struction methods. The physical concept behind this step is the
need for entropy production in under-resolved situations, i.e., near
high gradients, in order to eliminate or control spurious oscilla-
tions in the solution. Effectively, the reconstruction can be seen as
a sophisticated trigger for an “artificial viscosity” inherent to the
nonlinear method where the character of the numerical scheme is
closely related to the form of the truncation term.

In order to determine the leading order truncation term intro-
duced by the reconstruction methods, the discrete solution incor-
porating the high-resolution schemes presented in Sec. 2.3 is sub-
tracted from the exact solution �28�, yielding


M3 = −
�x3

12
su�1�u�3� + H.O.T �42�


M5 =
�x5

60
su�1�u�5� + H.O.T �43�


W9 =
�x9

1260
su�1�u�9� + H.O.T �44�

Here, H.O.T stands for the higher order terms, s is the speed of
sound, the superscript �n� indicates the nth derivative with respect
to the x-direction, the subscripts M3, M5, and W9 refer to the
third-order MUSCL, the fifth-order MUSCL, and the ninth-order
WENO scheme, respectively. It should be noted that only the
optimal weights have been considered in the evaluation of 
W9.
However, based on the findings from a similar analysis for a fifth-
order WENO method �29�, it is assumed that including the non-
linear weights would not change the result.

All terms presented in Eqs. �42�–�44� characterize the dissipa-
tion inherent to the reconstruction methods arising from the sec-
ond term of the right-hand side �RHS� of Eq. �41�. The truncation
terms stemming from the centered term on the RHS, on the other
hand, are often referred to as the “self-similar” terms �30� and
they do not appear at leading order for the schemes investigated
here. This is not always the case as has been shown for a MUSCL
reconstruction employing van Leer’s limiter �28�.

Surprisingly, the leading order truncation error for the third-
order MUSCL scheme is negative, which suggests slightly antid-
iffusive behavior in smooth flow regions. As the accuracy is re-
duced to first order near extrema, however, the character of the
scheme is diffusive in other areas. A previous study of the Taylor–
Green vortex flow �31� has been conducted in order to quantify
the effective numerical dissipation associated with the reconstruc-
tion methods employed in this investigation. It has been demon-
strated that the numerical viscosity induced by the third-order
MUSCL scheme is equivalent to the numerical viscosity produced
by the ninth-order WENO method on a mesh with twice the grid
spacing in each spatial dimension. The fifth-order MUSCL
scheme lies in between the two.

4 The Geometry
The numerical investigation of high-resolution methods for

large-eddy simulation has been carried out using three different
computational grids. The computational domain representing the
constricted channel extents 9h and 4.5h, and between 2h and
3.035h in x-, y-, and z-direction, also referred to as streamwise,
cross-stream, and vertical directions, respectively. Here, h is the
height of the hill-type shape at the lower wall. A H-H-type topol-
ogy was chosen �Fig. 1�a�� and no-slip boundary conditions are
applied at the top and bottom walls of the channel, while period-
icity was assumed in the streamwise and cross-stream directions.

Three different grid resolutions have been investigated here: �i�
a highly under-resolved grid, referred to as “coarse,” comprising
approximately 0.65�106 relative uniformly distributed points; �ii�
a modified version of the coarse grid with an identical number of
points, referred to as “modified,” featuring a finer clustering near
the top and bottom walls of the channel; and �iii� a moderately
finer grid consisting of 1.03�106 points, referred to as “medium,”
where the refinement mainly affects the distribution around the
hill crest and a slightly better resolution near the bottom wall is
achieved; see Figs. 1�b�–1�d�. The coarse and medium grids are
basically identical to the ones used in previous wall-modeled LES
�9�. The characteristic parameters for all three grids, including z+

values at the bottom wall, which are not sensitive to the choice of
numerical discretization method, are given in Table 1. Addition-
ally, the same parameters for a highly resolved reference simula-
tion �10� are included.
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5 Results
For all simulations the Reynolds number is equal to 10,595 and

the Mach number is 0.2, where all values are nondimensionalized
with the bulk velocity at the hill crest and the height of the con-
striction. The time integration has been performed exclusively by
the second-order extended stability Runge–Kutta scheme and sev-
eral high-resolution methods have been considered in combination
with a characteristics-based Riemann solver �14�. This investiga-
tion includes the third-order MUSCL scheme �19�, the fifth-order
MUSCL scheme �32�, and the ninth-order WENO scheme �21�.
These methods are referred to as M3, M5, and W9, respectively,
throughout the paper.

5.1 Flow Topology. Figure 2�a� illustrates the general flow
features encountered in this test case. The averaged streamlines,
although partially obscured by the vortical structures, reveal the
existence of a closed recirculation area in the lee of the hill. This
separation bubble originates at the convex curvature of the wall, a
short distance downstream of the hill crest, and it ends after the
flow has passed the region of concave curvature at the foot of the
hill, i.e., in the trough between the constrictions. A highly un-
steady shear-layer that is emanating from the separation line

marks the transitional region between recirculation and core flow.
After the turbulent shear-layer has reattached, a strongly agitated
boundary layer is formed that subsequently experiences a slight
recovery before it approaches the hill. The boundary layer down-
stream of a separation bubble is not of standard form because the
influence of the shear-layer goes well beyond the line of reattach-
ment �33�. At the windward slope, the flow is quickly accelerated
and thus the boundary layer becomes thinner. As this particular
case generates its own inlet conditions due to the periodicity in the
x-direction, the incoming boundary layer is also very thin and
contains a certain level of turbulence. Consequently, both the line
of separation and reattachment exhibit significant fluctuations
around their averaged positions. This behavior has also been ob-
served for the detachment and subsequent attachment of a turbu-
lent boundary layer �34�.

The scales of coherent structures as predicted by the third-order
MUSCL �M3�, the fifth-order MUSCL �M5�, and the ninth-order
WENO �W9� schemes can be compared visually by applying the
Q-criterion �35� to an instantaneous realization of the fully devel-
oped flow field. It has been found that more and finer structures
are resolved by all methods with increasing grid resolution, but
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Fig. 1 The computational H-H-type grid topology and the three different grids employed in the simulations of the hill
flow

Table 1 Characteristic parameters for the three grids employed here and for the highly re-
solved reference LES

Grid Nx�Ny �Nz Size �x /h �y /h �z /h zmin
+ zmax

+

Coarse 112�91�64 0.65�106 0.08 0.049 0.032 
7 
14
Modified 112�91�64 0.65�106 0.08 0.049 0.0047 
1 
3
Medium 176�91�64 1.03�106 0.04 0.049 0.02 
4 
9
Reference 196�186�128 4.67�106 0.032 0.024 0.0033 
0.5 
1
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the relative difference between them appear to be similar irrespec-
tive of the grid size. Therefore, only the flow fields obtained on
the modified grid have been visualized in Figs. 2�b�–2�d� by using
the same levels of Q for all methods. M5 is able to resolve smaller
scales than M3 on identical grids and, in turn, W9 provides a
higher resolution power than M5. However, the basic character of
the structures does not seem to change. In the free shear-layer
emanating from the separation line near the crest of the hill, the
preferred axis of orientation is in cross-stream direction for all
methods because of the Kelvin–Helmholtz-type instability. It
should be noted that this behavior is largely obscured by the vor-
tices in the upper portion of the channel in case of W9. When the
shear-layer develops further downstream, the vortices break into
smaller scales more rapidly with increasing order of the method.
As a result, the turbulence mixing is enhanced and more unsteady
activity in the core region and the recirculation zone can be ob-
served for M5 and, most significantly, for W9. This is also the
main reason for the premature reattachment of the flow predicted
by M5 and, in particular, W9; see Sec. 5.2. For all methods, pre-
dominantly elongated structures aligned in streamwise direction
can be observed in the trough of the channel after the shear-layer
has disintegrated and in the core flow over the whole domain.

5.2 Separation Bubble. All separation and reattachment
points obtained with M3, M5, and W9 for the coarse, the medium,
and the modified grid are listed in Table 2. Additionally, previ-
ously published data �9� have been included for comparison. The
results in rows labeled “LL3,” “WW,” and “NS” are from the
classical, wall-modeled LES using the wall-adapting local eddy-
viscosity �WALE� subgrid-scale model �36� on grids identical to
the coarse and the medium mesh. LL3 and WW refer to simula-
tions with a three-layer logarithmic wall model and the wall ap-
proximation of Werner and Wengle �37�, respectively, whereas NS
refers to a simulation with no-slip boundary conditions, i.e., no

wall model, at the top and bottom walls of the channel.
From the data presented here, it is already clear that all simu-

lations using high-resolution methods outperform the classical
LES without a wall model for the highly under-resolved, coarse
grid. Applying the log-law model improves the classical LES re-
sult regarding the prediction of the separation point. However, the
effect on reattachment is only minor because it is not valid for
separated flows. Strictly speaking, neither is the WW model, but it
still yields the best result on behalf of the classical LES for the
coarse grid. This can mainly be attributed to the specific imple-
mentation in cell-integrated form that leads to a higher wall shear-
stress and thus favors separation. It has been found that the de-
pendence of the results on the near-wall approximation declines
for the medium grid �9�. This effect is reflected in the relatively
close proximity of the separation and reattachment predicted by

Fig. 2 Flow features in the channel visualized by time- and space-averaged streamlines and instantaneous vortical struc-
tures defined by the Q-criterion

Table 2 Averaged locations of separation and reattachment
obtained with M3, M5, and W9 on the coarse, medium, and
modified grids „data from Temmerman et al. †9‡ have also been
included for comparison…

Method

Coarse Medium Modified

xsep /h xatt /h xsep /h xatt /h xsep /h xatt /h

M3 0.98 2.89 0.55 3.62 0.32 5.06
M5 1.06 2.57 0.63 3.00 0.24 4.35
W9 0.74 2.33 0.47 3.40 0.24 3.77
LL3 0.53 2.98 0.34 4.32 - -
WW 0.46 4.00 0.32 4.56 - -
NS 1.12 2.17 0.38 3.45 - -
Reference xsep /h=0.22 xatt /h=4.72
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LL3 and WW. The local grid refinement also enhances the perfor-
mance of the classical LES with no-slip condition, although the
separation bubble remains too short.

Among the high-resolution methods, W9 gives the best result
for all grids regarding the location of the separation. Yet, it under-
predicts the length of the separation bubble. On the other hand,
the bubble length obtained by M3 is closest to the reference length
�10� on all grids. Most interestingly, the drastic improvement of
the results for the medium grid as seen in all classical LES is not
reproduced. As expected, however, a grid refinement in the wall-
normal direction has the desired effect and both detachment and
reattachment are in better agreement with the reference LES. It
should be noted that, for a correct interpretation of the results, the
different behavior of M3, M5, and W9 has to be assessed in com-
bination with other parameters presented in Sec. 5.3. The position
of the separation bubble alone is not very meaningful because it is
strongly influenced by several factors, e.g., the grid resolution
near the separation point and in the shear-layer and, above all, the
characteristics of the incoming boundary layer.

5.3 Velocity Profiles and Reynolds Stresses. In order to as-
sess the performance of the three high-resolution methods em-
ployed quantitatively, the results have been compared against
highly resolved classical LES �10�. It should be noted that only
the boundary layer at the bottom wall of the channel was fully
resolved in the reference case. In this section, the profiles of the
mean streamwise velocity, and the normal and the shear-stress are
investigated. All quantities have been averaged over approxi-
mately 50 flow through cycles in time and across the spanwise
extent of the domain in space. Furthermore, the turbulent stresses
have been calculated according to the standard Reynolds decom-
position of the flow field into mean and fluctuating components.
The data have been extracted for the coarse, medium, and modi-
fied grids at four characteristic locations along the streamwise
direction, which are representative of different behaviors of the
flow field.

5.3.1 Incoming Flow. The profiles as obtained by M3, M5,
and W9 shortly after the crest of the hill at a streamwise location
of x /h=0.05 are shown in Fig. 3. The results for the three grids
employed in this study are compared one at a time against the
reference data from the fully wall-resolved reference LES. As a
result of the turbulent reattachment and the subsequent strong ac-
celeration along the windward slope of the hill, the flow at this
position features a thin, but excited boundary layer near the hill
surface. However, the sharp peak observed for the normal stress in
the bottom boundary layer is mainly due to the influence of the
fluctuating separation line and not a characteristic of the incoming
flow �10�. The boundary layer at the upper wall is relatively thick
and more gentle. For the coarse grid �Fig. 3�a�� all high-resolution
methods overpredict the velocity maximum near the hill and un-
derpredict the second peak near the top wall. Since this specific
configuration generates its own inlet conditions, the effects of all
phenomena are able to propagate through the whole flow field and
thus influence each other. Therefore, this behavior will be ex-
plained in the following paragraphs. The shear-stress shown in
Fig. 3�b� is nearly zero for all methods and the maximum normal
stresses in the boundary layer are approximately one order of
magnitude too low, which can be attributed to the delayed sepa-
ration at the lee side of the hill. In general, both Reynolds stresses
are almost uniformly distributed across the channel and the level
of turbulence is very low.

Although the resolution near the wall is increased only margin-
ally for the medium grid, approximately three points in the bound-
ary layer as opposed to about two points for the coarse grid at this
position, a drastic improvement in the results can be seen. This
already indicates substantial differences in the incoming flow
field. The characteristic shape of the velocity profile featuring two
narrow maxima near the top and the bottom wall is approached,
albeit the effect in Fig. 3�c� is only faint. Additionally, the peak

velocity is much closer to the fully resolved LES with W9 yield-
ing the best result, followed by M3 and then M5. Again, this is
associated with the characteristics of the upstream flow. The
shear-stress in Fig. 3�d� exhibits a similar shape and magnitude as
the reference solution where W9 follows it almost exactly, except
in the boundary layer. Here, the peak is less pronounced. The
same holds for the maximum normal stress. W9 predicts about
half the amount of normal stress in the boundary layer as observed
in the reference LES and it is further decreasing for the lower
order schemes. Furthermore, the shape of the normal stress ap-
pears more flat for all high-resolution methods when compared
with the classical LES in the lower half of the channel and the
level of turbulence is generally lower.

The results for the modified grid featuring a higher clustering of
grid points near the walls are presented in Figs. 3�e� and 3�f�. For
this particular mesh, approximately 11 points lie within the
boundary layer at the hill surface and the z+ distribution along the
bottom wall indicates nearly resolved conditions throughout the
domain �not shown here�. The averaged velocity profiles from the
reference LES and the simulations performed here are virtually
identical near the surface of the hill. The local minimum near the
half-height of the channel at this position is slightly more pro-
nounced for all high-resolution methods. Minor differences can
also be observed at the top wall where the reference solution
yields a very thick boundary layer as opposed to a much thinner
boundary layer predicted by the present simulations. This can
mainly be attributed to the fact that the grid employed in the
reference LES was relatively coarse in this area and a wall func-
tion had been used. Additionally, the wall treatment introduces an
unrealistic kink in the velocity profile, which appears at all loca-
tions along the channel. It has been reported that the near-wall
approximation at the top surface is not relevant to the solution in
the rest of the flow field �10�. However, this claim will be revisited
for the reattached flow region.

In Fig. 3�f�, a significant improvement can also be observed for
the Reynolds stresses on the modified grid. The shape and mag-
nitude of the shear-stresses as predicted in all simulations are in
very good agreement with the reference solution. Although the
minimum shear-stress in the bottom boundary layer is slightly less
distinct, the peak normal stresses at the same location are very
close to the reference. Both are strongly related to the movement
of the separation line. With increasing grid resolution in the wall-
normal direction, the high-resolution methods are able to tap their
full potential. This is indicated clearly by the upstream shift of the
averaged separation points. Small disturbances start to develop
normal to the wall and are propagated along the surface even
though the grid resolution in the streamwise direction is fairly
coarse. Because the higher order methods are more sensitive to
small fluctuations, they predict a separation prior to M3. This is
reflected in the peak normal stresses shown in Fig. 3�f�. Here, W9
results in the strongest maximum, followed by M5 and then M3.
It should be noted that the averaged points of separation are iden-
tical for W9 and M5, but the influence of the fluctuations on the
stress profiles is probably stronger for W9 due to its higher order
of accuracy. Farther away from the hill surface, less turbulence is
predicted by all high-resolution methods when compared against
the classical LES �10� in the lower half of the channel, but in-
creased levels of normal stress are observed for M5 and especially
M3 in the upper half.

5.3.2 Separated Flow. The maximum turbulent intensities are
reached after separation has occurred. Here, several phenomena
interact with each other: the two boundary layers at the top and
bottom walls of the channel; the recirculation zone, which can be
seen as a shear-layer; and the highly unsteady free shear-layer
emanating from the separation line and the core flow can be dis-
tinguished at the streamwise location x /h=2. Averaged velocity
and stress profiles for this position are shown in Fig. 4.

A substantial difference between the velocity profiles from the
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reference LES and the present simulations on the coarse grid is
illustrated in Fig. 4�a�. The size of the separation bubble is heavily
underpredicted by all high-resolution methods due to the delayed
separation and the subsequent early reattachment. Hence, the
separation region covers only approximately half a hill-height in
the wall-normal direction and the reversed flow is less developed.
Since the same mass flow rate has to be achieved in all simula-
tions, the core velocity is underpredicted accordingly when com-
pared with the reference solution. This is the main reason for the
relatively uniform velocity distribution above the hill crest in Fig.
3�a�. Surprisingly, however, the stress magnitudes shown in Fig.
4�b� are of approximately the same order. Differences between the
high-resolution methods can be observed regarding the location of
the shear-layer, marked by the peak stresses, and the shape of the
profiles. M5 yields the lowest shear-layer as late separation favors
this behavior. Although M3 separates downstream of W9, the po-
sition of the shear-layer is slightly higher, which is associated with
the early reattachment of W9. Additionally, the peak normal
stresses and the spreading of the shear-layer appear to be domi-

nated by the separation location. For the coarse grid, higher nor-
mal stresses are observed for delayed separation and the width of
the shear-layer grows with the distance from its origin.

Figures 4�c� and 4�d� present the results for the medium grid at
the same streamwise location. In accordance with the above, early
separation and late reattachment lead to a better prediction of the
separation bubble height. Thus, all methods approach the refer-
ence velocity profile in Fig. 4�c�, albeit the reversed flow in the
lower portion of the channel is still slightly underpredicted. Re-
garding the Reynolds stresses, more turbulence can be supported
due to the grid refinement and consequently higher levels of
shear-stress and normal stress are observed, both exceeding the
reference �10� in the trough where the turbulence is produced.
This behavior indicates that the flow is still under-resolved. Large
variations of the peak stresses have also been observed in wall-
modeled LES �9� and have been associated with the differences
regarding the separation point. Yet, this conclusion was not con-
sistent since different turbulence intensities had been found in
simulations with similar separation points. Hence, the effect of
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Fig. 3 Comparison of the averaged streamwise velocity and Reynolds stresses
near the hill crest at x /h=0.05 as obtained by different high-resolution methods on
the coarse, medium and modified grids with the reference LES
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grid clustering in the free shear-layer cannot be disregarded. How-
ever, no information about the grid resolution in this region is
available for the reference LES �10�. It should be noted that the
peak stresses for the medium grid are less dependent on the exact
location of detachment and reattachment at this position because
the free shear-layer had more time to develop and it is still well
ahead of the impingement at the bottom wall.

For the modified grid, the velocity profiles in Fig. 4�e� follow
the reference solution more closely, with minor differences in the
boundary layers at the top and bottom walls. Additionally, all
high-resolution methods predict a smoother transition between the
free shear-layer and the core flow. M5 appears to predict a stron-
ger recirculation than W9, although separating at identical loca-
tions. This leads to later reattachment of the separation bubble. A
strong dependence of the upper boundary layer on the grid reso-
lution and the core flow can be observed. As expected, the bound-
ary layer becomes thinner for higher velocities in the core of the
channel. The classical LES, despite predicting slightly stronger
velocities, results in a considerably thicker boundary layer than

the high-resolution methods. This can mainly be attributed to the
combined effect of the relatively coarse grid and the wall approxi-
mations employed in the reference solution. Good agreement for
the stresses is revealed in Fig. 4�f�. In the upper portion of the
channel, both the shear and the normal stress are very close to the
reference profile. Again, a slight discrepancy does exist near the
boundary layer at the top wall due to the inadequate treatment in
the classical LES. In the recirculation region, more turbulent en-
ergy is produced by M3, M5, and W9 when compared with the
reference �10�. Here, all high-resolution methods yield similar
Reynolds stresses. Minor differences, however, appear in the
shear-layer where the maximum intensities occur. The behavior of
the stresses, especially near the peaks, is influenced by a number
of parameters, e.g., the location of separation and reattachment or
the specifics of the numerical method, but no consistent pattern
seems to emerge in the massively separated flow region.

5.3.3 Reattached Flow. The next position along the channel
that has been investigated is the postreattachment region at x /h
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Fig. 4 Comparison of the averaged streamwise velocity and Reynolds stresses
across the recirculation zone at x /h=2 as obtained by different high-resolution
methods on the coarse, medium and modified grids with the reference LES
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=6 �Fig. 5�. Here, the flow recovers to a state more typical for a
plane channel geometry. The results obtained by the high-
resolution methods on the coarse grids exhibit large discrepancies
compared with the reference solution as the time histories of the
flow differ substantially. The velocity profiles predicted by the
present simulations �Fig. 5�a�� are already closer to the state of
equilibrium. Most remarkably, however, is the qualitative differ-
ence of the normal stress profile obtained by W9 when compared
with the lower order methods. The pronounced maximum in Fig.
5�b� indicates more transport of turbulence initially generated in
the free shear-layer. This effect is intensified on the coarse grid
because W9 also yields the strongest fluctuations further upstream.

As expected, the velocity profiles obtained on the medium grid
�Fig. 5�c�� are in better agreement with the reference solution than
the coarse grid solutions. In general, earlier reattachment leads to
higher velocities in the trough at the same streamwise locations.
This is the case indeed for all methods if applied on the modified
grid, but does not hold for combinations of W9 and the medium or
the coarse grid. Here, W9 reattaches prior to M3 and exhibits

smaller velocities in the lower portion of the channel. The Rey-
nolds stresses obtained on the medium grid are displayed in Fig.
5�d�. Apart from the normal stresses in the vicinity of the top wall,
they are relatively close to the reference profiles. Especially the
shear-stresses are in very good agreement over the whole height
of the channel. At about the height of the hill crest, the distinctive
peak due to turbulence transport can be observed for all methods.
It is most pronounced for W9, however, which leads to higher
levels of turbulence in the lower half of the attached flow field
throughout the channel.

The results for the modified grid are presented in Figs. 5�e� and
5�f�. Regarding the averaged streamwise velocities, they approach
the reference profiles in the main flow field. Near the bottom wall,
however, the velocity is overpredicted because of the earlier reat-
tachment. Consequently, the transition between the flow in the
core of the channel and the trough is smoother. The boundary
layer at the top wall thickens similar to the prediction from the
classical LES �10� due to the deceleration of the core flow. How-
ever, major differences can be observed for the normal stresses
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Fig. 5 Comparison of the averaged streamwise velocity and Reynolds stresses
after reattachment at x /h=6 as obtained by different high-resolution methods on
the coarse, medium and modified grids with the reference LES
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along the top wall; see Fig. 5�f�. The normal stress seems to van-
ish in the reference solution, whereas all present simulations pre-
dict considerable turbulent activity. According to other fully wall-
resolved LES simulations �38�, the normal stress should reach a
minimum of approximately 0.015 in the vicinity of the top wall
and then increase again as the solid surface is approached. Thus,
all high-resolution methods appear to reproduce the correct behav-
ior. In general, the level of turbulence across the channel also
reflects the location of the reattachment point because they are
relatively close on the medium grid. The reattachment is delayed
for the lower order methods and thus the turbulent intensity at the
current location is higher for M3 than for M5, and, in turn, M5
than W9. All methods lead to virtually identical results as the
reference LES regarding the shear-stress.

5.3.4 Accelerated Flow. The flow in the channel is subject to
strong acceleration as it passes over the windward side of the hill.
This region is represented by the averaged velocity and stress
profiles at x /h=8. It should be noted that the slope of the geom-

etry has not been accounted for during the extraction of the data
presented in Fig. 6. Hence, in accordance with the reference so-
lution �10�, the flow variables do not represent the normal and
tangential directions at the surface.

As the flow recovers and a more uniform state is achieved, the
velocity profiles as predicted by the high-resolution methods are
nearly indistinguishable irrespective of the grid employed. The
data confirm the observations made prior to this position and no
new insight can be gained. On the coarse grid the size of the
separation bubble is severely underpredicted. This behavior can be
improved gradually with increasing the grid resolution near the
walls as shown for the medium grid in Fig. 6�c� and for the modi-
fied grid in Fig. 6�e�. Additionally, the boundary layers at the top
and bottom walls become thinner as the flow is accelerated in the
streamwise direction.

Although less pronounced, the Reynolds stresses presented in
Figs. 6�b�–6�d� bear similar features to the ones already discussed
for the reattached flow at x /h=6. Interestingly, even at this loca-
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Fig. 6 Comparison of the averaged streamwise velocity and Reynolds stresses
above the windward slope at x /h=8 as obtained by different high-resolution meth-
ods on the coarse, medium and modified grids with the reference LES
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tion, the wall approximations made in the reference LES still have
a significant effect on the boundary-layer profile and the normal
stresses near the top wall. Attention should be paid to the shear-
stresses at the hill surface since they appear to reverse sign. How-
ever, this is only an artifact of the misalignment between the hill
slope and the velocity components, which also has to be consid-
ered when interpreting the velocity profiles at this specific loca-
tion.

5.4 Turbulence Kinetic Energy Spectra. In this section,
power spectra of the fluctuating velocity components at character-
istic locations identifying different flow regimes are presented.
The length of the processed time signals corresponds to approxi-
mately 55 flow through times and the nondimensional sampling
frequency based on the hill-height and the bulk velocity is K
=h / �uBt�
1. Higher frequencies could not be considered here
because the discrete point-data have not been extracted directly
during the course of the simulations. In order to improve the qual-
ity of the statistics, however, all time signals across the spanwise
extent of the domain have been processed and subsequently
averaged.

Figure 7 illustrates the significance of the four locations inves-
tigated with respect to the flow phenomena visualized by averaged
streamlines. Points 1–3 all lie in the lee of the hill at x /h
2. P1
has been chosen at a fixed position �x /h ,z /h�
�2.00,0.03� in the

boundary layer of the recirculation zone, whereas the locations of
P2 and P3 are grid-dependent near the center of the recirculation
bubble and in the free shear-layer emanating from the crest of the
hill, respectively. Furthermore, the signal at a fixed fourth point
with �x /h ,z /h�
�8.00,1.00� has been examined to characterize
the flow near the windward slope of the hill.

Before analyzing the individual spectra shown in Figs. 8–10,
certain common features should be mentioned. In general, no
dominant frequency induced by the finite length of the channel
can be observed. This is clearly indicated by the absence of a
distinctive peak for frequencies smaller than the natural flow
through frequency KD=1 /9, which has been marked in the graphs
by a short gray line. Additionally, all power spectra more or less
seem to follow Kolmogorov’s K−5/3 law for frequencies greater
than KD. This seems a reasonable result, albeit homogeneity and
isotropy cannot be assumed a priori at any point in the flow.
Moreover, employing Taylor’s hypothesis of “frozen turbulence”
to infer the spatial structure from the time spectra is subject to
uncertainty as the mean flow and the velocity fluctuations are of
the same order.

In the following paragraphs, the discussion will be focused on
the high-end of the frequency range, i.e., K
KD. Also, only se-
lected spectra will be considered here because the trends revealed
by the individual velocity components or the data sets obtained
with different high-resolution methods on different grids are very
similar. Thus no additional information can be gained by present-
ing all possible combinations.

A comparison of the one-dimensional power spectra obtained
for the individual fluctuating velocity components at the four dif-
ferent points as predicted by M3 on the modified grid are shown
in Fig. 8. The effect of wall blockage is most obvious in the
boundary layer of the recirculation zone; see Fig. 8�a�. Whereas
the streamwise and the cross-stream components lead to nearly
identical power spectra, the wall-normal fluctuations are strongly
damped due to the existence of the wall, which manifests itself in

Fig. 7 Location of the four measurement points for the turbu-
lence power spectra in relation to the flow phenomena visual-
ized by averaged streamlines
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Fig. 8 Comparison of the one-dimensional turbulence power spectra as obtained
by M3 on the modified grid
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a comparably low energy level of w�w� /ub
2. Moving away from

the bottom wall toward the center of the recirculation zone, Fig.
8�b�, the wall-normal component recovers and the spectra almost
collapse. The flow at P2 can therefore be interpreted as being

more isotropic. This also holds for point P3, Fig. 8�c�, which lies
inside the free shear-layer. Here, the highest turbulence energy
levels in the flow are observed. When the flow approaches the
windward slope of the following hill, the fluctuating components
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Fig. 9 Comparison of the one-dimensional turbulence power spectra as obtained
by different high-resolution methods on the modified grid
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Fig. 10 Comparison of the one-dimensional turbulence power spectra as ob-
tained by M3 on the coarse, medium, and modified grids
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u�u� /ub
2 and w�w� /ub

2 appear to be slightly damped compared with
v�v� /ub

2 as a result of the wall blockage. Thus the components
affected by the existence of the solid wall exhibit lower energy
levels than the cross-stream component at P4, Fig. 8�d�.

In Sec. 5.1, differences regarding the resolution power of the
three high-resolution methods have been discussed and illustrated
by means of the coherent structures observed in the instantaneous
flow fields. The effect of resolution power can also be related to
the turbulence kinetic energy spectra shown in Fig. 9. On identical
grids, the ninth-order WENO method is able to predict smaller
scales than the fifth-order MUSCL scheme and, in turn, the fifth-
order MUSCL scheme results in smaller scales than the third-
order MUSCL scheme. Consequently, the velocity fluctuations are
most frequent for W9 and more frequent for M5 than they are for
M3. This holds throughout the flow field and leads to differences
in the spectral analysis of the data taken at points 1–4; see Figs.
9�a�–9�d�, respectively. As can be seen, a consistent ranking in
order of increasing power level at the high-frequency end can be
assigned to the high-resolution methods: W9-M5-M3.

Comparisons of the turbulence kinetic energy spectra for the
streamwise component u�u� /ub

2 as obtained by the third-order
MUSCL scheme on the coarse, medium, and modified grids are
presented in Fig. 10. Again, a consistent pattern can be observed
in all flow regions represented by the point measurements shown
in Figs. 10�a�–10�d�. The signal on the medium grid yields the
highest power at all frequencies K
KD and the results for the
coarse grid exhibit the lowest power in the same frequency range.
This behavior can be explained by considering the Reynolds
stresses from Figs. 4 and 6. The spectral energy level of the fluc-
tuating velocity components is a direct consequence of the turbu-
lence intensity predicted on the different grids.

6 Conclusions
The performance of three high-resolution methods has been as-

sessed with respect to massively separated flow in the lee of a hill
geometry. The unsteady flow field encountered in this test case
comprises various regions where different requirements have to be
met. Near the crest of the hill, the accurate prediction of the thin
boundary-layer detachment from the gently curved surface is
paramount to the downstream development of the flow field. After
separation has occurred, the highly unsteady free shear-layer ema-
nating from the hill challenges the turbulence modeling capabili-
ties of the numerical method. The reattachment location at the
bottom wall of the channel is strongly influenced by the represen-
tation of the free shear-layer. Reattachment itself is an unsteady
process and the coherent structures originating in the shear-layer
alternate between being propagated downstream or being swept
back into the recirculation bubble. Thus, a feedback loop is gen-
erated that adds to the fluctuation of the separation line. In the
postreattachment region, the recovery process toward a plane
channel flow has to be captured. Here, the boundary layer in the
trough causes additional difficulties because it is of nonstandard
form and undergoes several evolution steps prior to reaching the
next hill crest. Initially, it is very thick and highly turbulent. As it
approaches the windward side of the following hill, it is acceler-
ated, becomes thinner, and thus poses even more stringent require-
ments with respect to grid resolution.

All of the above phenomena are intimately connected to each
other because the hill flow generates its own inlet condition
through the periodicity constraint in streamwise direction. There-
fore, it is almost impossible to isolate the effects of the numerical
method on individual regions. However, it can certainly be
claimed that the higher order methods yield an improvement in
predicting the averaged separation point even if the boundary
layer is under-resolved. It has also been found that clustering of
grid points in the wall-normal direction is more beneficial than a
streamwise clustering. This can be explained by the reduced in-
fluence of wall blockage on the fluid movement near the surface.
Since the higher order methods are more sensitive to small distur-

bances, they are able to propagate the disturbances along the wall
and increase the likelihood of separation—especially if the under-
lying nonlinear stability criteria are relaxed as for a WENO
method.

In the free shear-layer, the increased sensitivity of the higher
order methods M5 and W9 leads to a more rapid breakdown of the
layer when compared with M3. Consequently, the predicted sepa-
ration length becomes shorter with increasing order of the method.
This is also associated with more turbulence mixing and the for-
mation of small-scale structures whose size depends on the reso-
lution power of the numerical scheme. No conclusive prediction
can be made for the postreattachment region because the history
of the flow strongly influences the results obtained here.
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Investigations of Tripping Effect
on the Friction Factor in Turbulent
Pipe Flows
Tripping devices are usually installed at the entrance of laboratory-scale pipe test sec-
tions to obtain a fully developed turbulent flow sooner. The tripping of laminar flow to
induce turbulence can be carried out in different ways, such as using cylindrical wires,
sand papers, well-organized tape elements, fences, etc. Claims of tripping effects have
been made since the classical experiments of Nikuradse (1932, Gesetzmässigkeit der
turbulenten Strömung in glatten Rohren, Forschungsheft 356, Ausgabe B, Vol. 3, VDI-
Verlag, Berlin), which covered a significant range of Reynolds numbers. Nikuradse’s data
have become the metric by which theories are established and have also been the subject
of intense scrutiny. Several subsequent experiments reported friction factors as much as
5% lower than those measured by Nikuradse, and the authors of those reports attributed
the difference to tripping effects, e.g., work of Durst et al. (2003, “Investigation of the
Mean-Flow Scaling and Tripping Effect on Fully Developed Turbulent Pipe Flow,” J.
Hydrodynam., 15(1), pp. 14–22). In the present study, measurements with and without
ring tripping devices of different blocking areas of 10%, 20%, 30%, and 40% have been
carried out to determine the effect of entrance condition on the developing flow field in
pipes. Along with pressure drop measurements to compute the skin friction, both the Pitot
tube and hot-wire anemometry measurements have been used to accurately determine the
mean velocity profile over the working test section at different Reynolds numbers based
on the mean velocity and pipe diameter in the range of 1.0�105–4.5�105. The results
we obtained suggest that the tripping technique has an insignificant effect on the wall
friction factor, in agreement with Nikuradse’s original data. �DOI: 10.1115/1.3153364�

Keywords: pipe flow, turbulent flow, friction factor, tripping effect

1 Introduction and Aim of Study
Turbulence is a complex phenomenon, endowing fluid flows

with properties that remain generally unknown, although they are
directly influenced by the initial and boundary conditions. In view
of the dynamical complexity, it will remain impossible to capture
all relevant mechanisms that generate and maintain turbulence in
realistic flows. But some of the most essential features can be
captured by investigating stably measurable averaged properties
of individual classes of turbulent flows. The most important in-
stance of such properties is the spatial distributions of the time-
averaged velocity components and the turbulent velocity fluctua-
tions. Some amount of investigations on these statistical measures
in classical flows, such as developed turbulent channel and pipe
flows, would suggest that these measures are very well-known. A
closer inspection, however, reveals questions remaining still open,
even at the level of mean velocity distributions in classical wall-
bounded flows. The factors determining the shape of the mean
velocity profile still remain an open topic. An infinite number of
equations can be derived from the governing Navier–Stokes equa-
tions, in which the mean velocity profile is coupled to other tur-
bulence statistics, but in all cases a closure assumption would be
required to produce a definite prediction for mean velocity profile.

In recent investigations, the mean flow properties of turbulent
pipe flows have obtained some new attention of turbulent flows
researchers. Among the questions that were forwarded through
these recent studies, the question arose whether there is a differ-
ence between pipe and channel flows in comparison to the flat-

plate boundary layer flow, see Refs. �1–3�. Recent publications
indicated that it is unlikely that the tripping has an effect on the
friction factor in turbulent pipe flows, e.g., Refs. �4–7�. This find-
ing was a big surprise to various people active in turbulent re-
search.

The fully developed turbulent flow represents a state of the flow
in a pipe that is well-defined, and it has been the subject of nu-
merous investigations of engineers and scientists interested in its
basic properties and in understanding fully developed turbulence
�8,9�. A good number of publications resulted out of studies of
fully developed turbulent pipe flows, yielding the general convic-
tion that the mean flow properties of this flow are fully under-
stood, e.g., Refs. �10–13�.

The data published by Nikuradse �14� in 1932 and by Zagarola
and Smits �15� in 1998 for turbulent pipe flow experiments repre-
sent the most extensive studies of the mean flow and mean pres-
sure gradient measurements of high Reynolds number fully devel-
oped turbulent pipe flows. Nikuradse �14� documented impressive
investigations in basic turbulent flows, showing good data of
mean pressure gradient measurements and Pitot tube measure-
ments of the mean velocity distributions in pipe and channel
flows. Data are made available also for high Reynolds number and
the experimental test rig, and the employed measuring procedures
are described with care. Recently, Zagarola and Smits �15� per-
formed measurements of the mean velocity profile and pressure
drop in a fully developed, smooth pipe flow for Reynolds numbers
from 31�103–35�106. The friction factor data at high Reynolds
numbers were found to be significantly larger ��5%� than those
predicted by Prandtl’s relation. A new friction factor relation is
proposed, which is within �1.2% of the data for Reynolds num-
bers between 10�103 and 35�106, and includes a term to ac-
count for the near-wall velocity profile. In the present paper, Ni-
kuradse’s pipe flow measurements and the data of Zagarola and
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Smits are considered in detail and are compared with the authors
own results. However, the present friction factors have been cal-
culated from the mean pressure gradient measurements and from
the corresponding mean velocity distributions. The mean static
pressure measurements at different pipe stations in the fully de-
veloped flow region were used to evaluate the streamwise pres-
sure gradient dp /dx, which in turn was employed to obtain the
wall shear stress and the wall friction velocity u�.

In order to carry out such experimental investigations, the fol-
lowing criteria must be fulfilled to yield reliably the information
on the shape of the normalized mean velocity distribution. Shear
stress measurements must be carried out with high care. The data
must be averaged over a high enough number of statistically in-
dependent measurements. The mean velocity measurements must
be performed with a measurement technique that provides the
highest spatial resolution needed to yield local measurements even
at the highest Reynolds numbers of the flows. Pitot tubes do not
usually provide the required spatial resolution. The mean velocity
data must be first employed to evaluate the drag coefficient.

It is the aim of the present work to carry out pipe flow mea-
surements in order to study the tripping effects. The experimental
investigations were carried out at LSTM-Erlangen by using the
pipe test set up and also the hot-wire equipment employed to yield
the gradients of mean velocity profiles in turbulent pipe flows. All
of these measurements for turbulent pipe flow investigations are
connected to the data acquisition �DAQ� system. After making
wall shear stress measurements for a pipe without tripping in its
entrance, the tripping percentage was changed by installing a ring
at the pipe entrance in order to yield turbulent pipe flows and to
study tripping effects on the friction factor. The hot-wire measure-
ments are repeated in order to see whether the slope of the mean
velocity profile in the logarithmic region will stay the same over
the entire flow regime from the nontripping into the tripping flow.

The authors of this paper also carried out such investigations
yielding reliable information on the tripping effects on the drag
coefficient and on the shape of the normalized mean velocity dis-
tribution. This finding and other observations in their measure-
ments have encouraged us to suggest a sequence of measurements
and data evaluations for investigating fully developed pipe flows.
The test rig and its employment for pressure drop and mean ve-
locity investigation are described in this paper. The mean velocity
measurements in pipe flows and their evaluation were carried out,
and the results were summarized. Finally, the paper shows very
good agreement for all investigations of the friction factor mea-
surements at different tripping percentages with the measurements
available from the literature. Also, a comparison of the wall fric-
tion coefficient versus friction-velocity Reynolds number for dif-
ferent tripping conditions with the data of Zagarola and Smits �15�
has been carried out.

2 Existing Knowledge on Friction Factor of Turbulent
Pipe Flow

Numerous experimental and numerical investigations have been
devoted to turbulent pipe flows. Information of the mean velocity
distribution in fully developed turbulent pipe flow is available in
the literature, and is being continuously updated with data from
measurements and numerical predictions providing higher preci-
sions year by year, and also for higher and higher Reynolds num-
bers. In recent years, turbulent circular pipe flows have become
again of interest to turbulence research, e.g., Refs. �15–17�.

Pipe flow investigations can be considered as one of the most
extensively studied flows and among the most commonly cited
experiments in smooth pipes is that by Nikuradse �14�. Ni-
kuradse’s data cover a significant range of Reynolds number
�three orders of magnitude� and therefore it becomes the metric by
which theories have been established and judged. However, Ni-
kuradse’s data have also been the subject of intense scrutiny, and
this scrutiny has revealed inconsistencies and uncertainties in his
data, e.g., Refs. �15,18�. The inconsistencies and uncertainties in

Nikuradse’s data, which resulted from uncertainties in the mea-
surement technique, underscore the importance of a new precise
experiment that permits accurate measurements over a large range
of Reynolds numbers. The results presented in this paper include
measurements of the mean velocity profile and pressure drop for
15 different Reynolds numbers between 1.0�105 and 4.5�105.
Nikuradse �14� reported 141 friction factor measurements, and
this large number of friction factor measurements can lead to a
good statistical analysis.

At high Reynolds numbers, the mean flow in the outer layer
must scale with the other variables: typically D as length scale and
Um or Uc as velocity scale. In the wall shear region, the dynamics
are substantially influenced by viscosity, so the relevant length
scale is �c=v /u�, where v is the kinematic viscosity of the fluid.
The wall friction velocity, u�, used for normalization was deduced
from the pressure gradient measurements in the downstream part
of the pipe test section, where a fully developed flow exists. The
mean velocity profiles were then normalized using the corre-
sponding shear velocity to yield U+=U /u� and the wall distance
with the viscous length scale, lc=v /u�, to give y+=y / lc. The wall
units �c and u� lead to the definition of a friction-velocity Rey-
nolds number

Re� = Du�/v = D/�c �1�
The relations between the different Reynolds numbers are mono-
tonic in the laminar and in the developed turbulent regime. A
comparison between the turbulent and laminar profile correspond-
ing to a given flow rate leads to the definition of friction factors

cf = �w/��Um
2 /2� = 2�u�/Um�2 = 2�Re�/Rem�2 �2�

For the steady laminar velocity profile, an analytical relation be-
tween all these characteristics exists. For laminar circular pipe
�Hagen–Poisseuille� flow, it is

Um = Uc/2 �3�

cf = 16/Rem �4�

3 Test Rig and Measurement Equipment
To answer the open question indicated in the introduction re-

garding the effects of tripping of turbulent pipe flows at the pipe
inlet, an experimental investigation has been conducted, and the
measurements were carried out, yielding additional friction factor
information on turbulent pipe flow. Measurements with and with-
out tripping devices of different blocking areas, 10%, 20%, 30%,
and 40%, were carried out to see the effect of entrance condition
on the developing flow field in pipe. For this purpose a test rig
was set up at the Institute of Fluid Mechanics �LSTM� of the
Friedrich-Alexander-University of Erlangen-Nürnberg using an
open type wind tunnel and the pipe flow test section described
already by Zanoun and Durst �19� to study fully developed turbu-
lent pipe flows to yield information on the normalized mean ve-
locity distribution. The pressure loss measurements have been per-
formed in the Re-number range of 1�105�Re�4.5�105.

3.1 Wind Tunnel and Pipe Flow Test Section. To carry out
fully developed turbulent pipe flows, a test rig described in detail
in Refs. �7,19� was used. Measurements at moderately high Rey-
nolds number, Re�500�103, have been carried out. The pipe
test section was made of a high precision smooth brass tube of
surface roughness measured to be approximately equal to
0.25 �m, which in terms of wall units is less than 0.03 for the
maximum Reynolds number. The pipe is therefore hydrodynami-
cally smooth at all Reynolds numbers reported in this study. The
test pipe has a nominal diameter �D� of 148 mm and is 14 m long,
i.e., L /D�95 and consists of three sections connected together by
custom-designed couplings. A sketch of the pipe flow test section
showing the pipe entrance with tripping device is shown in Fig. 1,
and a schematic of the pipe test facility showing the plenum
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chamber measuring test section and the pressure taps at different
pipe positions is shown in Fig. 2. A contraction using a two-cubic
arc profile was used between the plenum chamber and the pipe
test section to assure a smooth inlet to pipe test section. This
contraction has an area ratio of 11.4 and was made out of hard
wood and was circular in cross section.

In this test rig the air flow was provided by a centrifugal blower
which has a maximum capacity of 10 m3 /s, powered by 20 kW
motor. The air is supplied through a well designed settling cham-
ber to improve flow uniformity. The chamber is provided with two
perforated plates directly downstream of the blower and then with
a honeycomb of 8 mm mesh size and 160 mm length. Thereafter,
four screens of 1 mm mesh size have been installed inside the
chamber to get flow with high quality and of low background
turbulence level, less than 0.6% at pipe entrance. The passive
devices, perforated plates, honeycomb, and four screens were de-
signed and arranged properly to minimize any flow swirling and
other lateral velocities. The entire flow was setup in accordance
with Ref. �20�. The flow rate for each investigated Reynolds num-
ber was controlled by changing the speed of the radial blower
blades by means of a frequency converter control unit, providing
impeller rotational speeds of approximately 100–2000 rpm. This
corresponded to a mean velocity range of the pipe flow from 2 m/s
to 45 m/s with a centerline turbulence level of less than 0.6% at
the axis of the pipe inlet cross section. The mean volume flow rate
is measured at the pipe entrance using a Pitot tube, which is con-
nected to very precise pressure transducer and 16 bit DAQ card.

An inlet fence was used to trigger the turbulence development
along the pipe length. The tripping devices have been used to see
the effect of entrance condition on flow regime and to invoke
turbulence with a shortest developing length, see, e.g., Refs.
�21,22�. As shown in Fig. 2, the fence was mounted at the pipe
entrance, i.e., at x=0, with a percentage blocked area of �D2

−d2� /D2=10, 20, 30, and 40% to trigger the flow over the circum-
ference of the pipe cross section. The height of this tripping fence
was chosen according to investigations by Fischer �23� to ensure a
well-tripped turbulent pipe flow at the measuring location and also
to study the effect of tripping on the friction factor and mean
velocity profiles.

It ensured that turbulent flow properties were sufficiently well
reached at the measuring station, i.e., at X /D=85, where all ve-
locity measurements are reported. This measuring location was
considered to be sufficiently far downstream to ensure a fully
developed turbulent pipe flow and was far enough away from the
pipe outlet, 10D, to ensure no outlet disturbances to the flow, e.g.,
Ref. �14�. Patel �24� concluded that both the mean and the fluctu-
ating velocity distributions in a turbulent pipe flow indicate full
development for a downstream distance of 50–80D. For each
investigated flow in the present study, the mean flow velocity was
measured at the pipe entrance using a Pitot tube.

The last station for wall pressure measurements was at the mea-
suring station, where velocity data were acquired using a Pitot
tube and a hot-wire anemometer. For each investigated flow, the
mean flow velocity was obtained by measuring the pressure drop
of the venturi flow nozzle installed at the blower inlet. Also, some
measurements for the mean flow velocity at the pipe entrance
using a Pitot-static probe were carried out. In addition, it was also
obtained by integrating the velocity profile at the measuring sta-
tion �X /D=85� for each Reynolds number using a Pitot tube and
a hot-wire anemometry to ensure a good assessment of the mean

flow velocity, Ū, for each case. The mean flow velocity was then
used to compute the mean velocity based Reynolds number of the

flow, Remean= ŪD /v. A wide range of Reynolds numbers up to
Remean�4.5�105 was covered.

3.2 Measuring Equipment and Application

3.2.1 Pressure Measurements. The present pipe test section
was prepared with pressure taps for wall pressure measurements
along the pipe at ten different stations, one meter apart. Three
static pressure taps of 300 �m inner diameter were installed at
each station for pressure measurements in the streamwise direc-
tion. Care was taken to ensure that the inner surface of the top side
of the pipe, where the holes were drilled, was free from drilling
problems �i.e., smoothness was insured around the pressure taps�.
The entire investigations and the analysis of the flow are similar to
that described by Zanoun �7�. The distance in the upstream direc-
tion before the first station for the pressure measurements was 3.5
m, corresponding to an X /D�24. This distance from the inlet was
found to be sufficient to ensure a full development of pressure.
Observations made by Patel and Head �25� indicated that the
mean pressure gradient showed an earlier state of full develop-

Fig. 1 Sketch of the pipe flow test section showing the pipe
entrance with tripping device and measuring test section

Fig. 2 Schematic of the pipe flow test setup showing the plenum chamber, measuring test section and the
pressure taps at different pipe positions
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ment, at 10–20D from the pipe inlet test section. The last station
for wall pressure measurements, where hot-wire measurements
were also carried out, was far enough away from the pipe outlet,
i.e., X /D=10, to ensure that there were no outlet disturbances to
the investigated flows. The pressure transducer was used for mea-
suring the pressure with an accuracy of �0.25% of the actual
reading. All pressure measurement points were connected to a
scan valve to facilitate switching from one point to another, and
the corresponding static pressure was then measured and recorded
for different air flow velocities.

3.2.2 Temperature Measurements. For temperature measure-
ments, a special temperature sensor was used at all times during
measurements within accuracy range of �0.05°C to measure the
air temperature at the blower inlet, as well as before the pipe
outlet, i.e., X /D=10.

3.2.3 Hot-wire Anemometry. The velocity profile measure-
ments for the turbulent pipe flow investigations were carried out
using a DANTEC 55M10 constant-temperature anemometer. The
hot-wire measurements of the local velocity were carried out with
a boundary layer probe �DANTEC, Type 55P15�, equipped with a
wire of 5 �m diameter and an active wire length of 1.25 mm,
providing an aspect ratio, l /d, of 250. Hence the wire had a suf-
ficiently large aspect ratio to suggest a negligible influence of the
prongs on the actual velocity measurement. All calibrations and
measurements were performed with a 70% overheat ratio.

Before each set of measurements, the hot-wire probe was cali-
brated against velocity measured with a Pitot tube at the pipe
entrance where a uniform and well-defined flow field existed. The
Pitot tube was installed directly at the centerline of the pipe input
cross section, and its output was connected to a precision pressure
transducer for both stagnation and static pressure measurements.
In addition, the air temperature inside the tunnel was measured at
all times during measurements within accuracy range of
�0.05°C. The ambient conditions were monitored before and
during each test run using an electronic barometer and thermom-
eter mounted in the same building of the laboratory. All electronic
equipments were connected to an analog to digital �A/D� con-
verter board from National Instruments �USA� with 16 bit reso-
lution and 8 input channels. In addition, a computer-based pro-
gramming system was used for acquiring and processing all the
measured data.

To ensure that the original calibration curve was maintained
during an entire set of hot-wire measurements, the calibration
curves were rechecked after each set of measurements covering
the entire range of velocities experienced in the wall region for
each investigated flow case. If the deviations of the calibration
were more than �1%, the entire set of data was rejected, and the
measurements for the corresponding Re were repeated.

Hot-wire output is temperature dependent and therefore a cor-
rection for temperature drift is necessary, if the temperature of the
working fluid cannot be kept constant during calibrations and
measurements. Different methods are available in the literature to
deal with the problem of air temperature effect on hot-wire output.
A good treatment of the problem was given by Bearman �26�,
Bremhorst �27�, and Crowell et al. �28�. For small temperature
changes, i.e., approximately �5°C, Bearman �26� introduced an
expression to correct hot-wire output for the temperature drift. In
the present study an instantaneous correction for the hot-wire out-
put was carried out in case any temperature drift existed utilizing
the relationship of Bearman �26�.

The wall distance determination is of vital importance espe-
cially at high Reynolds number, where the thickness of the vis-
cous sublayer is too small to be measured. Therefore, great care
was taken to ensure a precise location of the hot wire at a refer-
ence distance from the wall. A calibration positioning procedure
proposed by Bhatia et al. �29� and Durst et al. �30� was applied.
The vertical location of the hot wire in the pipe was adjusted by
measuring the hot-wire anemometer �HWA� output at zero flow

velocity as close as possible to the pipe wall surface, and from the
position calibration data close to the wall the corresponding posi-
tion of the wire was estimated. The absolute error in the wire
positioning was �20 �m.

In the present investigation, the aspect ratio of the hot wire l /d
was 250, and the spatial resolution of the hot-wire probe was �25
times the viscous length scale. The measurements of Ligrani and
Bradshaw �31� in the viscous sublayer of a flat-plate turbulent
boundary layer in air, using single hot-wire sensors with lengths
from 1–60 viscous length scales show that, at a given distance
from the surface, the turbulence intensity, flatness factor, and
skewness factor of the longitudinal velocity, fluctuations are
nearly independent of wire length. This applies when the latter is
less than 20–25 times the viscous length scale, and decreases sig-
nificantly and abruptly for larger wire lengths. This is most evi-
dent for 8�y+�17.5, and the change becomes larger and more
abrupt as the wall is approached. As well as defining the maxi-
mum sensor length acceptable for sublayer studies, the results of
Ligrani and Bradshaw �31� show that there are significant effects
of conduction on the supports for l /d�200; the final conclusion is
that adequately accurate results for the mean-square and higher
moments of the longitudinal velocity fluctuations near the wall
can be obtained if l+=U�, l /v�20, and l /d�200.

3.2.4 Pitot Probe. The Pitot probe made a substantial contri-
bution in early fluid dynamics research when Henri’s Pitot tube
was introduced in 1732. However, it has inherent problems when
applied in highly sheared turbulent flows. Effects of some other
factors such as turbulence, wall, compressibility, and vibration
have to be accounted for when a Pitot probe is used for measure-
ments, e.g., Ref. �32�. In the present study, the Pitot probe velocity
measurements were obtained by traversing a total-head probe of
0.25 mm inner diameter over half of the pipe cross section. To
obtain the dynamic head for velocity calculation, the wall static
pressure was measured 6D in the downstream direction of the
Pitot opening. Using the incompressible Bernoulli equation, the
Pitot probe measurements were converted to velocity. Further-
more, the zero position of the Pitot probe was specified by mea-
suring the resistance between the pipe wall and the body of the
Pitot probe. The absolute error in positioning the Pitot probe was
found to be less than �20 �m. The outlet of the Pitot tube was
connected to a precision pressure transducer operated by a com-
puter with a 16 bit DAQ card.

4 Pressure Measurements and Friction Factor Evalu-
ations

Measurement of the local skin friction is an essential quantity in
a wide range of wall-bounded shear flow applications. For in-
stance, accurate estimation of the logarithmic skin friction law
requires methods for accurate wall shear stress measurements. A
wide variety of measuring techniques is available for determining
the wall shear stress and therefore the skin friction factor, e.g.,
Refs. �33,34�. The wall shear stress measurements at the measur-
ing location were an essential part of the present pipe flow study,
and the wall friction data were obtained utilizing the mean pres-
sure gradient measurements.

Hence, to provide the basis for the present pipe data analysis,
the streamwise pressure measurements along the pipe test section
were carried out for each investigated Rem of the flow to obtain
the wall shear stress, �w. Three static pressure taps at each mea-
suring station were installed for pressure measurements. Several
measuring techniques were employed to yield the needed friction
factor and mean velocity information, and these techniques are
briefly described below.

Undoubtedly, the most common and widely used method in
pipe flows to get the local wall shear stress is based on mean
pressure gradient measurement, which is used in the present study.
To satisfy all requirements for the accurate determination of the
wall skin friction coefficient, the pipe side wall effect on the wall
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shear stress was determined independently of the velocity distri-
bution using the pressure gradient measurements.

There have been numerous investigations on turbulent pipe
flows and among the most studied properties of these flows is the
pressure loss in the pipe or the related momentum loss to the wall

�w = −
D

4

dp

dx
�5�

where �w is the wall shear stress, D is the pipe diameter, and
dp /dx is the pressure loss. In wall-bounded turbulent flows, the
wall shear stress is conventionally expressed in terms of the local
skin friction coefficient, i.e., in dimensionless form, as

cf =
�w

1/2��Ū2�
�6�

where cf is the friction factor, � is the density of fluid, and Ū is the
cross-sectional mean velocity. The velocity scale relevant close to
the wall is the friction velocity

u� = ��w/� �7�
By introducing the definition of the wall friction velocity, Eq.

�7�, Eq. �6� can be rearranged to yield

cf = 2�u�

Ū
�2

�8�

Therefore, by means of Eq. �6�, it was easy to determine the wall
skin friction coefficient experimentally by measuring the integral

flow parameters, Ū, and dp /dx. As it was mentioned in Sec. 3.2,
the hot-wire measurements have been carried out with a high level
of accuracy, and the measurements were repeated if the deviations

of the calibration were more than �1%. The inaccuracy of Ū was
less than �1% and the pressure transducer, which was used for
measuring the pressure, has an accuracy of �0.25% of the actual
reading and therefore the error in dp /dx is �0.25%. The uncer-
tainty value for the friction factor cf has been calculated using the
method of Kline and McClintock �35� and has been found to be
less than �1.15%.

The air temperature inside the settling chamber and inside the
pipe test section was measured all the time during measurements.
Simultaneously to the pressure measurements and in correspon-
dence with the air stream temperature in the pipe test section, the
air density and kinematic viscosity were calculated for the pur-
pose of normalization using the following ideal gas relations,
�e.g., Ref. �18��, for density:

� =
�Patm + Pst�

RT
�9�

and for the kinematic viscosity the well-known Sutherland’s cor-
relation

v = 1.458 � 10−6 T3/2

��T + 110.4�
�10�

where Patm is the atmospheric pressure, Pst is the mean static
pressure, R=279.1 J /kg K is constant for air under the ideal gas
law, and T is the temperature of the flow.

5 Pressure and Friction Factor Results
Through drilled small holes along the pipe wall in both the

streamwise and the spanwise directions, pressure gradient mea-
surements were obtained. The resultant mean wall static pressure,
Pst, measurements at various locations in the fully developed flow
region, which is shown in Fig. 3, were then used to evaluate the
streamwise pressure gradient, dp /dx, which is shown in Fig. 4,
and, in turn, was employed to obtain the wall shear stress and the
wall friction velocity, u�. Figure 3 indicates that the flow field was
fully developed for all cases under investigation, at least as far as

the pressure distribution in the flow direction is concerned. In
addition to static pressure measurements, the bulk flow velocity
for each set of measurements was obtained by measuring the dy-
namic pressure through an inlet nozzle to the settling chamber,
where a uniform and well-defined flow field existed. The pressure
difference between nozzle inlet and throat of the nozzle was mea-
sured utilizing a highly precision pressure transducer whose un-
certainty is �0.25% of the actual reading.

The authors performed pressure loss measurements in the Re-
number range of 1�105�Re�4.5�105. Evaluation of the wall
skin friction coefficient was conducted, and the results obtained
from the streamwise pressure gradient are presented in Fig. 5 in a
form of cf as a function of Rem.

Hence, the wall skin friction data were obtained independently
of the detailed velocity data using the pressure gradient measure-
ments provided in Fig. 4 in connection with the bulk velocity. In
pipe flow, it is, however, common to express the flow pressure
drop in terms of the friction factor instead of the wall friction
velocity as follows:

	 = 4cf = 4
�w

1/2��Ū2�
= − 4	D

4

dp

dx

 1

1/2��Ū2�
�11�

and by introducing the definition of the wall friction velocity, Eq.
�11� could be rewritten as

	 = 8	u�

Ū

2

�12�

Figure 6 shows the present pipe Darcy friction factor, 	, as a
function of the friction-velocity Reynolds number. As a result, the
wall skin friction data were obtained independently of the velocity

Fig. 3 Pressure gradient distribution along part of the pipe
test section at different Reynolds numbers

Fig. 4 The streamwise pressure gradient, dp /dx, as a function
of the mean-based Reynolds number, Remean
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profile using the pressure gradient measurements provided in Fig.
3. Thereafter, the wall friction velocity, u�, and the kinematic vis-
cosity, v, were used for scaling all results to yield the normalized
velocity distribution over the pipe radius.

The local wall shear stress is a very important quantity in both
practical developments and fundamental studies. Each measure-
ment was repeated at least three times. A good analysis of friction
factor measurement of pipe flows was given by Nikuradse �14�,
summarizing all the work up to 1932. He contributed to the sub-
ject by carrying out detailed measurements in pipe flows of dif-
ferent diameter yielding cf�Re� in the range of 3�103�Re�3
�106. To generalize the pressure drop measurements reported in
Sec. 4, the pressure drop measurements were evaluated to yield
the corresponding friction coefficient. Figure 7 shows the pipe
skin friction coefficient as a function of the Reynolds number
based on the average velocity. It also shows the pipe friction data,
	, for the investigated fully developed, turbulent pipe flows in
comparison to data extracted from the literature. A quite good
agreement can be observed between the results of Darcy friction
factor for the present study and data reported by Nikuradse �14�
and Zagarola and Smits �15�.

6 Tripping Effects on the Friction Factor
As mentioned previously, tripping devices are usually installed

at the entrance of laboratory-scale pipe test sections to obtain a
fully developed turbulent flow sooner. Tripping can be obtained
by using cylindrical wires, sand papers, well-organized tape ele-
ments, and fences.

The characterization of the mean velocity in developed turbu-
lent pipe flow has been well understood. Detailed experimental

data are available over a wide range of Reynolds numbers, includ-
ing the measurements by Nikuradse �14� or the more recent “su-
perpipe” measurements documented, e.g., in Ref. �15�. To provide
the basis for the present data analysis, the streamwise pressure
gradient measurements were carried out for the tripping cases to
obtain the wall shear stress in the pipe for each investigated Rem
of the flow. Results of static pressure gradient measurements in
the streamwise direction are presented in Fig. 8. The results show
that the tripping has no effect on the mean pressure gradient. Also,

Fig. 5 Pipe wall skin friction coefficient, cf, as a function of the
mean-based Reynolds number, Remean

Fig. 6 Pipe Darcy friction factor, �, as a function of the
friction-velocity Reynolds number

Fig. 7 Pipe Darcy friction factor, �, for the present nontripping
measurements over an intermediate range of Reynolds num-
bers compared with Nikuradse’s data †14‡ and Zagarola and
Smits †15‡

Fig. 8 The streamwise pressure gradient, dp /dx, as a function
of Reynolds numbers for tripping and nontripping conditions

Fig. 9 Turbulence Intensity versus Reynolds number for trip-
ping and no-tripping conditions
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the tripping has very small effect on the turbulence level, which is
less than 0.6% at pipe entrance for all examined cases as shown in
Fig. 9. Figure 10 shows the mean and centerline flow velocities of
the pipe as a function of Reynolds number for tripping and non-
tripping conditions. Unlike the mean pressure gradient and the
turbulence intensity, the centerline velocity shows a deviation be-
tween the tripping and nontripping conditions at high Reynolds
number because the presence of tripping devices at the pipe en-
trance works as a new resistance to the flow. Therefore, the cen-
terline flow velocity at high Reynolds number decreases slightly
as the percentage of tripping increases, as shown in Fig. 10, but
the bulk flow velocity remains identical for tripping and nontrip-
ping conditions. The maximum mean flow velocity decreases as
the percentage of tripping increases and the maximum value of
Reynolds number at 40% tripping is 3.3�103. The relationship is
linear and again there is no difference between tripping and non-
tripping conditions, but the maximum value of the mean flow
velocity decreases as the tripping increases because the power of
the blower fan is constant, as shown in Fig. 10�a�.

The experimental investigations of the friction coefficients were
conducted with and without tripping devices of different blocking
areas, 10%, 20%, 30%, and 40%. The tripping devices were
mounted at the pipe entrance to trigger the flow over the circum-
ference of the pipe cross section, and the results obtained from the
streamwise pressure gradient are presented in Fig. 11 in a form of
	 as a function of Reynolds number. The procedure that was fol-
lowed here for representing our experimental data is based on
measuring the pressure gradient for each investigated flow veloc-
ity. As can be seen, the friction factor profile for the experimental

data in the absence of tripping devices agree very well with the
tripping results over the whole range of the Reynolds numbers.
Figure 11 shows also a comparison between the present data and
the data of Nikuradse, and a quite good agreement was observed.
No difference between tripped and nontripped results and also for
Nikuradse data �14� was obtained. The resultant friction factor
distributions are presented in Fig. 11 over a Re-range of 1.0
�105�Rem�4.5�105.

Figure 12 shows the results of the pipe Darcy friction factor for
fully developed pipe flow and comparison with tripping data as a
function of the Reynolds number based on friction velocity. This
figure presents similar results, as shown in Fig. 11, but the ab-
scissa, which is the Reynolds number based on the mean velocity,
has been replaced by friction-velocity Reynolds number, Re�. A
wide range of friction-velocity Reynolds numbers up to Re�
�20,000 was covered.

The authors’ fully developed, turbulent pipe flow data were also
compared in the form cf�Re�� with the corresponding results of
fully developed turbulent pipe flows. Very good agreement was
obtained, and it was felt that the present measurement in the pipe
flow study was sufficiently accurate to yield good �w-information
from the pressure drop measurements to ensure a reliable normal-
ization of the measured mean velocity measurements. Figure 13
shows the experimental data obtained with the present pipe test rig
for the wall friction factor as a function of the Reynolds number
that is based on friction velocity, which is in excellent agreement
with the results of tripping conditions with different blocking ra-
tios.

Figure 14 shows a comparison between the present pipe skin

Fig. 10 Pipe mean flow velocity „a… and centerline flow velocity „b… versus Reynolds number for tripping and nontripping
conditions

Fig. 11 Pipe Darcy friction factor versus Reynolds number
based on mean velocity for tripping cases compared with Ni-
kuradse’s data

Fig. 12 Pipe Darcy friction factor versus Reynolds number
based on friction velocity compared with tripping results
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friction coefficient as a function of the friction-velocity Reynolds
number and the recent results of Zagarola and Smits �15�. As can
be seen in the figure, a very good agreement between the present
tripping, nontripping, and Zagarola and Smits �15� results can be
observed.

The present data were obtained by means of hot-wire anemom-
etry to yield the mean velocity measurements needed to correctly
deduce the corresponding cf�Re�-relationship. The results were
compared with the corresponding experimental cf�Re�-distribution
for tripping and nontripping conditions. These data yielded a
cf�Re�-relationship in good agreement with the authors experi-
mental findings deduced from pressure drop measurements. Fig-
ure 15 shows the dimensionless mean velocity distributions U+

=F�y+� of the present measurements, the measurements of Zaga-
rola and Smits �15� and the comparison of the present data with
those of Zagarola and Smits �15� at different values of Reynolds
numbers. The data of the present measurements, which are shown
in Fig. 15, are related to the nontripping conditions. Figure 16
shows the present mean velocity distribution for no tripping and
10% tripping conditions compared with the data of Zagarola and
Smits �15� at two values of Reynolds numbers. A good agreement
can be shown between the present data, which has been carried
out at no tripping and 10% tripping conditions, with the data of
Zagarola and Smits, which has been carried out at nontripping
conditions. In Fig. 16, there are some differences in profiles be-

Fig. 13 The wall friction coefficient versus Reynolds number
based on friction velocity compared with tripping results Fig. 14 The present wall friction coefficient versus friction-

velocity Reynolds number compared with Zagarola and Smits
†15‡ results

Fig. 15 The normalized mean velocity distribution as a function of the normalized channel height at different values of
Reynolds numbers for both data of the present measurements and the data of Zagarola and Smits
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yond y+ =1000, and this is due to the differences in the Reynolds
numbers between the current measurement at 10% tripping and
those of Zagarola and Smits. The difference in profiles can be
attributed also to the slight error in wall proximity in probe.

7 Conclusions
In the present study, the authors performed pressure loss mea-

surements in the Re-number range of 1�105�Re�4.5�105 to
determine the effect of entrance condition on the developing flow
field in pipes. Using various tripping devices in cross-sectional
blockages corresponding to 10%, 20%, 30%, and 40% of the
cross-sectional area of the pipe employed in the present investi-
gations; measurements with and without ring tripping devices of
different blocking areas have been carried out. In addition to the
pressure gradient measurements to compute the wall skin friction,
both Pitot tube and hot-wire anemometry measurements have
been used to accurately determine the mean velocity profile over
the working test section at different Reynolds numbers. The
strength of the conclusions formed from these results rests in the
uncertainties in the measurements. Samples of the Darcy coeffi-
cient factor as a function of the Reynolds number for the current
measurements and also for the Nikuradse data have been pre-
sented in this paper. It is clear from the results that the flow field
was fully developed for all cases under investigation, at least as
far as the pressure distribution in the flow direction is concerned.
The measurement results of the wall friction coefficient for the
fully developed turbulent pipe flow show that the tripping tech-
nique has an insignificant effect on the wall friction factor, in
agreement with the original data provided by Nikuradse and the
recent pipe data from Zagarola and Smits. The slight variation on
the mean profiles beyond y+ �1000 can be attributed to the dif-
ferences in the Reynolds numbers between the current measure-
ment and those of Zagarola and Smits in addition to the error in
wall proximity in probe. Hence, the present results of the pipe
Darcy friction factor show that our results for tripped and non-
tripped conditions are in very good agreement. Finally, the open
question about the effects of tripping of turbulent pipe flows on
the friction factor was clarified in the present work, and the mea-
surements, which were carried out, yielded additional friction fac-
tor information on turbulent pipe flow.
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Nomenclature
cf 
 friction factor �cf =�w / ��Um

2 /2�

d 
 fence �tripping device� inner diameter/wire

diameter
D 
 pipe nominal diameter/Length scale
�c 
 viscous length scale ��c=v /u��
l+ 
 nondimensional sensor length scale
L 
 length of pipe test section

Patm 
 atmospheric pressure
Pst 
 static pressure
P0 
 stagnation pressure
R 
 pipe radius

Re 
 Reynolds number �Re=DU /v

Re� 
 friction-velocity Reynolds number

�Re�=Du� /v

t 
 time

T 
 temperature
U 
 streamwise velocity

Ū 
 mean flow velocity
U+ 
 normalized streamwise velocity �U+=U /u�

u� 
 streamwise velocity fluctuations
u� 
 wall friction velocity
x 
 streamwise distance
y 
 normal wall distance

y+ 
 wall distance with the viscous length scale, lc,
�y+=y / lc


Subscripts
c 
 characteristic quantities or centerline

m 
 arithmetic mean
x 
 streamwise distance
w 
 at the wall surface
� 
 at infinity/Free stream

Greek Letters
R 
 gas constant
	 
 Darcy friction coefficient
� 
 fluid density
� 
 dynamic viscosity
� 
 kinematic viscosity

Fig. 16 The present mean velocity distribution for no tripping and 10% tripping conditions compared with the data of
Zagarola and Smits at „a… Re=409,290 and „b… Re=309,500
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� 
 shear stress
�w 
 wall shear stress
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Annular Extrudate Swell of
Newtonian Fluids Revisited:
Extended Range of Compressible
Simulations
In a recent article (Mitsoulis, 2007, “Annular Extrudate Swell of Newtonian Fluids:
Effects of Compressibility and Slip at the Wall,” ASME J. Fluids Eng., 129, pp. 1384–
1393), numerical simulations were undertaken for the benchmark problem of annular
extrudate swell of Newtonian fluids. The effects of weak compressibility and slip at the
wall were studied through simple linear laws. While slip was studied in the full range of
parameter values, compressibility was confined within a narrow range of values for
weakly compressible fluids, where the results were slightly affected. This range is now
markedly extended (threefold), based on a consistent finite element method formulation
for the continuity equation. Such results correspond to foam extrusion, where compress-
ibility can be substantial. The new extended numerical results are given for different
inner/outer diameter ratios � under steady-state conditions for Newtonian fluids. They
provide the shape of the extrudate, and, in particular, the thickness and diameter swells,
as a function of the dimensionless compressibility coefficient B. The pressures from the
simulations have been used to compute the excess pressure losses in the flow field (exit
correction). As before, weak compressibility slightly affects the thickness swell (about 1%
in the range of 0�B�0.02) mainly by a swell reduction, after which a substantial and
monotonic increase occurs for B�0.02. The exit correction increases with increasing
compressibility levels in the lower B-range and is highest for the tube ���0� and lowest
for the slit ���1�. Then it passes through a maximum around B�0.02, after which it
decreases slowly. This decrease is attributed to the limited length of the flow channel
(here chosen to be eight die gaps). �DOI: 10.1115/1.3155996�

Keywords: annular flow, extrudate swell, exit correction, foam extrusion, blow molding,
Newtonian fluid, compressibility, linear law

1 Introduction

Annular flow occurs in many processes, such as blow molding
and pipe extrusion in polymer processing �1�, or in any material
flow between two concentric cylinders �2�. The fully-developed
flow problem of a Newtonian fluid in an annulus is one of the
standard problems in fluid mechanics and transport phenomena
textbooks �3�. When considering the exit of the fluid in the atmo-
sphere and the accompanying phenomenon of extrudate swell
�Fig. 1�, the Newtonian problem has been solved more than 20
years ago for different inner/outer diameter ratios � by Mitsoulis
�4�. Since then, variations of the problem have been studied, in-
cluding the effect of die design �5�, of viscoelasticity �6�, of iner-
tia, gravity, surface tension, etc. �7,8�.

On the other hand, the effects of compressibility �usually weak�
and/or wall slip �through some kind of a slip law� have been
studied in some key works �9–12�. The extrudate swell problem
for compressible Newtonian fluids has been studied before for
tubes ��=0� and slits ��=1� �9,11�, while the annular swell prob-
lem has been studied in a recent work by the author �14�. Com-
pressibility is usually assessed by a dimensionless compressibility
coefficient B defined by �10,11�

B =
��V

h0
�1�

where � is the isothermal compressibility coefficient �in Pa−1

units�, � is the viscosity �in Pa s units�, V is a characteristic speed
�usually the average velocity of extrusion at entry �9,13� or exit
�10–12��, and h0 is a characteristic length �usually the die gap or
radius, see Fig. 1�. In all cases, the incompressible fluid corre-
sponds to B=0. The range of B values for weakly compressible
fluids is 0�B�0.02 �9,11,13�. This limited range was dictated by
considering polymeric fluids of admittedly limited compressibility
�13�.

However, foam extrusion �14–16� is an example where com-
pressibility can be substantial. This led to a recent article �17�,
where the effects of compressibility were studied in extrusion for
a much wider range of compressibility values, pushing the limits
of the compressibility coefficient to B=0.12 for tubes and B
=0.24 for slits.

It is, therefore, the purpose of the present paper to re-examine
the annular extrudate swell problem and provide results for a
much wider range of compressibility values. As before �13�, a full
parametric study of different �–values for Newtonian fluids will
be undertaken. Detailed results will be given both for the free
surface location and the associated extrudate swells, as well as the
excess pressure losses in the system �exit correction� as a function
of a dimensionless compressibility coefficient B. The extreme
cases of slits and tubes will also be included for completion.
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2 Mathematical Modeling
The problem at hand is shown schematically in Fig. 1, where an

incompressible or weakly compressible Newtonian fluid is consid-
ered flowing in an annulus under steady-state conditions and ex-
iting in the atmosphere where it acquires a free surface �annular
extrudate swell� �4�. The annulus is defined by the inner/outer
diameter ratio �, while the outer radius is R0 and the annular gap
is h0. The flow is governed by the usual conservation equations of
mass and momentum under creeping isothermal flow conditions.
Therefore, the effects of inertia, gravity, and surface tension are
neglected, which is a good approximation for all highly viscous
fluids.

The conservation of mass for compressible fluids is written as

� · ��ū� = 0 �2�

where � is the density and ū is the velocity vector. The conserva-
tion of momentum is written as

0 = − �p��� + � · �� �3�

where p is the pressure �a function of density �� and �� is the extra
stress tensor, which is related to the velocity gradients via the
Newtonian constitutive equation for compressible fluids �9,11,12�
as follows:

�� = ��	̇� −
2


3
�� · ū�I�� �4�

where 	̇� =�ū+�ūT is the rate-of-strain tensor made up by the

velocity gradient tensor �ū and its transpose �ūT, I� is the unit
tensor, and 
 is a convenient coefficient, which takes the value of
0 for incompressible fluids and 1 for compressible fluids.

For isothermal flows, pressure and density are related as a first
approximation via a simple thermodynamic equation of state, the
linear form of which is given by �10�

� = �0�1 + �p� �5�

where � is the compressibility coefficient defined as

� = −
1

Vf
� �Vf

�p
�

p0,T0

�6�

where Vf is the fluid volume at reference pressure p0 and tempera-
ture T0, also related to reference density �0.

All lengths are scaled with the annular gap width h0, all veloci-
ties with the inlet average velocity V, and all pressures and
stresses with �V /h0.

The constitutive equation is substituted into the momentum
equation, and the system of equations must be solved after a set of
appropriate boundary conditions has been applied. Figure 2 shows
the solution domain and boundary conditions. Because of symme-
try, only one-half of the flow domain is considered, as was done
previously �4,6�. The boundary conditions are therefore as fol-
lows:

�a� no slip along the walls AS1 and DS2 �vz=vr=0�
�b� along the inflow boundary DA, fully-developed velocity

profile �vz�r�= f1�r� , vr=0�, corresponding to a given
�unit� average velocity �or constant mass flow rate�

�c� along the outflow boundary BC, zero radial velocity �vr

=0� and vanishing tangential and normal stresses
���� · n̄� · t̄=0, ��� · n̄� · n̄=0�, where n̄ and t̄ are the normal

and tangential vectors to the surface and �� =−pI�+�� is the
total stress

�d� along the free surfaces S1B and S2C, vanishing tangential
and normal stresses ���� · n̄� · t̄=0, ��� · n̄� · n̄=0� and no
flow through the surface �v̄ · n̄=0�

The reference pressure is also set to zero at point C.
The introduction of dimensionless quantities leads to the di-

mensionless compressibility coefficient B defined in Eq. �1�, with
V being the mean inlet velocity. In all cases, the incompressible
fluid corresponds to B=0. The range of B values in the simula-
tions is 0�B�Blm, where Blm is an upper limit depending on the
formulation used.

3 Method of Solution
The numerical solution is obtained with the finite element

method �FEM�, using the in-house program UVPTH, originally de-
veloped for multilayer flows �18�, which employs as primary vari-
ables the two velocities, pressure, temperature, and free surface
location �u-v-p-T-h formulation�.

In our previous work �13� the program was modified to account
for compressibility and slip. We had followed the FEM formula-
tion for weakly compressible flows as employed by Beverly �19�
and Webster et al. �20�. This formulation led to compressible so-
lutions for very low B-values �typically in the range 0�B
�0.02� for the extrudate swell problem �9,13�. On the other hand,
the FEM formulation used by Georgiou and co-workers
�10–12,17� achieved solutions for much higher B-values �in the
range 0�B�0.12 for axisymmetric flows and 0�B�0.24 for
planar flows �17��. The present work was motivated, in part, by
understanding these differences and extending the previous results
for extrudate swell from annular dies.

Fig. 1 Schematic representation of extrusion through an an-
nular die and notation for the numerical analysis †2‡

Fig. 2 Schematic of flow domain and boundary conditions
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The details of the differences in the FEM formulations �non-
consistent versus consistent� are given in the Appendix. During
the course of the present work it became evident that a consistent
�C-FEM� formulation for the continuity equation was needed to
obtain extended results for compressible flows. With the consis-
tent formulation the analytical solutions for the Poiseuille flow
�14� showed no upper limit for any value of B. Furthermore, the
convective nature of the compressible terms ū ·�� in the continu-
ity equation dictates the use of streamline-upwind/Petrov–
Galerkin �SUPG� integration schemes �22� to obtain smooth re-
sults for high compressibility levels.

For most of the simulations we have used three meshes of in-
creasing density as before �13�. Figure 3 show meshes M3 �upper
half� and M1 �lower half� put together for brevity, for �=0.5 as
obtained from the Newtonian incompressible solution. The entry
has been set at −8h0 and the die exit at 0, while the extrudate
length is taken as 8h0. The entry length L0=8h0 is in accordance
with our previous incompressible simulations �4�, and is necessary
in order to impose at inlet the well-known fully-developed veloc-
ity profile of a Newtonian fluid in an annulus. The entry length L0
does play a role in compressible flows due to the convective na-
ture of these flows �17�. The adequacy of the exit length Lp was
checked by plotting the free surfaces and observing their leveling-
off in the extrudate region away from the die. The less dense mesh
M1 with 560 elements was used primarily for preliminary runs to
gain experience with compressible annular flows and do the nec-
essary checks and tests �13�.

The initial mesh configuration was that of a rectangular domain.
After an initial solution was obtained in this fixed rectangular
domain, the velocities at the free surface were integrated either
using Simpson’s rule �decoupled approach� or using the Galerkin
principle for the h-variable in the u-v-p-T-h formulation �see Ap-
pendix� with comparable results �differences less than 1% for the
quantities of interest, such as extrudate swell�.

The iterative scheme was direct substitution �Picard iterations�,
and the criteria for termination of the iterative process were for
both the norm-of-the-error and the norm-of-the-residuals �10−4,
and for the maximum free surface change �10−5. Due to the two
free surfaces present in annular flows, under-relaxation for the
movement of the free surface was found helpful, with the under-
relaxation factor 
 f =0.5. Around 25 iterations were thus needed
to get the incompressible solution �B=0�, after which continuation
in the B-values was employed with changes of 0.001. Conver-
gence for the low B-values was achieved within a few iterations
�between 4 and 5�, which progressively increased. While with the
previous formulation �13� problems with convergence started ap-
pearing for Blm�0.02, and it was impossible to get convergence
for B=0.022, now the same occurred for Blm�0.064, which
seems to be the limiting value for the present formulation. Thus,
the range of computations was extended threefold.

4 Results and Discussion
The computer program was first tested against analytical solu-

tions for planar and axisymmetric Poiseuille flows of compress-
ible Newtonian fluids �13�. No limiting value Blm was found for
any value of B with the consistent C-FEM formulation, in sharp
contrast with the previous work �13�, where it was impossible to
get solutions past Blm=0.2. Convergence was achieved within at
most four iterations for any B-value for which the analytical for-
mulas given in Ref. �13� are valid.

4.1 Extrudate Swell From Tubes and Slits. Next, we re-
peated the runs for the axisymmetric and planar extrudate swell
problem given in Ref. �17�. For this case we used an entry length
L0=5 and extrudate length of Lp=10 as in Ref. �17�. Note that
here there is only one free surface and no lower wall, due to a
centerline within the fluid. Thus, the boundary conditions at the
centerline are altered to reflect this symmetry �vr=0, �rz=0�.
Runs were made with different meshes, ranging from 400 to 2400
elements. The results are given in terms of the following two
quantities:

�i� The extrudate swell B1 defined by

B1 =
Dp

D0
�7�

where Dp is the extrudate outer diameter and D0 is the die
outer diameter �Fig. 1�.

�ii� The exit correction nex defined by �22,23�

nex =
�Pcl − �P0,cl

2�w
�8�

where �Pcl is the overall pressure drop in the system
�channel and extrudate regions� calculated at the center-
line, �P0,cl is the pressure drop only in the channel with-
out the extrudate region �distance DS2 in Fig. 2� calculated
at the centerline, and �w is the shear stress for fully-
developed flow at the channel wall. It should be noted that
the exit correction is usually calculated with the pressure
values at the wall, as was done before �4,13�, because
pressure is measured at the wall. However, for consistency
with �17� we have used here the centerline values. As will
be shown later, this has a big influence on the results. In all
cases the entry velocity profile is set as the fully-
developed parabolic Newtonian profile, having an average
velocity V=1, and giving �w=3 ��w=4� for the planar �axi-
symmetric� case, respectively.

We verified that the limiting value for our formulation was
Blm=0.11 for the axisymmetric case and Blm=0.22 for the planar

Fig. 3 Finite element meshes used in the computations. The upper half
shows mesh M3 containing 2240 quadrilateral elements, while the lower half
shows mesh M1 containing 560 elements.
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one. The results for the extrudate swell are given in Fig. 4�a� in
comparison with those from Ref. �17�. Good general agreement is
obtained, especially in the range 0�B�0.08 for the axisymmet-
ric and 0�B�0.16 for the planar case. Beyond these ranges, the
results are more dependent on the grid used. Note that the results
in Ref. �17� have been obtained with very dense grids in the order
of 4000 elements, and thus they constitute an upper bound for the
solution as the number of elements increases. A much better
agreement has been obtained for the exit correction nex as shown
in Fig. 4�b�. It is noted that the exit correction, when calculated at
the centerline, shows a monotonic increase with B, which is sub-
stantial and higher in tubes than in slits. The excellent agreement
with the values given in Ref. �17� is not surprising, because the
exit correction depends on pressure values in the die, while the
extrudate swell is a more sensitive quantity depending on the
mesh used and its density around the exit singularity.

Figure 5 shows contour results for the two geometries ��=0,

tube and �=1, slit� for the highest Blm-value for which conver-
gence was achieved. First are shown the streamlines �contours of
the stream function � or STR�. The streamlines have been ob-
tained a posteriori by solving the Poisson equation for the stream
function with the known nodal vorticity values. We observe that
the axisymmetric case shows less swelling but presents a more
drastic rearrangement of the streamlines and the free surface than
its planar counterpart. Then contours are shown for the axial ve-
locity uz �ux� or U, the pressure p or P, and the shear stresses �rz

��xy� or TXY. The convective type of compressible flow is evident
�due to the convective terms ū ·�� in the equation of mass con-
servation�, and for this reason the results depend not only on the
compressibility coefficient B but on the die length L0 as well.
Compressibility serves to squeeze the streamlines toward the exit
and accelerate the flow there, as evidenced by the increased axial
velocities and shear stresses near the exit, and to increase the
pressure drop in the system compared with the incompressible
values.

4.2 Extrudate Swell From Annular Dies. For all cases stud-
ied, runs were performed for �= �0,0.02,0.1,0.25,0.5,
0.75,0.9,0.98,1� with no slip at the wall assumed as in our pre-
vious works for Newtonian fluids �4,13�. The cases of �=0 and
�=1 correspond to the extreme cases of a round tube and a two-
dimensional slit, respectively �3�. The results are given in terms of
the three dimensionless swell ratios Bi �i=1,2 ,3� �only two of
which are independent�, and of the dimensionless change in pres-
sure drop over and above the fully-developed values nex. These
are defined as follows �4,5�:

�i� the �outer� diameter swell B1 defined by

B1 =
Dp

D0
�9�

where Dp is the extrudate outer diameter and D0 is the die
outer diameter �Fig. 1�

�ii� the thickness swell B2 defined by

B2 =
hp

h0
�10�

where hp is the extrudate �parison� thickness �distance BC,
see Fig. 2�, and h0 is the annular gap �distance AD�

�iii� the inner diameter swell B3 defined by

B3 =
Dp − 2hp

D0 − 2h0
�11�

�iv� the exit correction nex defined by �22,23�

nex =
�P − �P0

2�w,o
�12�

where �P is the overall pressure drop in the system �chan-
nel and extrudate regions� calculated at the outer annular
wall, �P0 is the pressure drop only in the channel without
the extrudate region �distance DS2 in Fig. 2� calculated
also at the outer annular wall, and �w,o is the shear stress
for fully-developed flow at the outer annular wall. Note
that the pressure is set to zero at the exit outer wall in the
annular Poiseuille flow without the extrudate region. In all
cases the entry velocity profile is set as the fully-
developed Newtonian profile for an annulus �3�, having an
average velocity V=1.

The calculations are pursued for compressible fluids in the ex-
tended range of 0�B�0.064 �a threefold increase from our pre-
vious work �13��. In all cases, the previous limits are shown with
a vertical line.

The results for the thickness swell �B2� as a function of the
compressibility coefficient B are given in Fig. 6 for different

Fig. 4 Extrudate swell of compressible Newtonian fluids obey-
ing a linear equation of state. Comparison of results with Ref.
†17‡ for a domain with L0=5: „a… extrudate swell and „b… exit
correction based on centerline values.
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�-ratios. Interesting trends are observed. Increasing B leads to a
nonmonotonic change in the thickness swell, which was also ob-
served originally by Georgiou �11� for tubes ��=0�. The initial
increase was found to be die-length dependent, i.e., for L0=8h0
used here, this increase was present, but for L0=4h0 and L0
=5h0 there was no such initial increase, and the results dropped
monotonically to a minimum before the upturn. The change in
swell is not significant �in the order of 1%�, as also found previ-
ously for tubes �9,11� and slits �9� in the limited range of weakly
compressible simulations �0�B�0.02�. However, after the mini-
mum is reached within this limited range of B-values, the swell
takes off and reaches high values, more reminiscent of viscoelas-
ticity �6�. All results are ordered with � as they should, except the
planar case ��=1�, which appears to need much higher B-values

to reach high swelling ratios. Indeed, as it was shown in Fig. 4�a�,
swellings in the order of 40% are obtained near the limiting
B-values for slits, i.e., Blm=0.22.

The corresponding results for the diameter swell �B1� are shown
in Fig. 7, while those for the inner diameter swell �B3� are shown
in Fig. 8. Some points to notice are the smaller change in diameter
swell for all B- and �-values. In contrast to the thickness swell,
the �outer� diameter swell is highest for the lower �-value ��
=0.02�, and then falls accordingly �reverse ordering with �� reach-
ing almost no swell for �=0.98 �a constant value of around 0.5%�.
The inner diameter swell shows the biggest changes for �=0.02
and the smallest for �=0.98 �again small values of almost no
swell�. Also while B1 follows B2 in reverse trend, albeit with

Fig. 5 Extrudate swell of compressible Newtonian fluids obeying a linear equation of state. Contour results at the limiting
value Blm: „a… tube flow „�=0, B=0.11… and „b… slit flow „�=1, B=0.22…. STR=stream function, U=axial velocity, P
=pressure, and TXY=shear stress.
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smaller values, B3 is not, not ordering with �, especially at the
lower B-range �0�B�0.02�.

If the results for the thickness swell are plotted versus the di-
ameter ratio � �Fig. 9�, we observe a sigmoidal trend, also found
to exist for Newtonian incompressible fluids �4�. The curves are
not monotonically ordered but are above and below the incom-
pressible case �B=0� to reflect the same behavior shown in Fig. 6.

The results for the exit correction �nex� as a function of the
compressibility coefficient B are given in Fig. 10 for different
�-ratios. Again, interesting trends are observed. The exit correc-
tion is an increasing function of B in the limited range of weak

compressibility �0�B�0.02�, after which it goes through a maxi-
mum that depends on �, with higher �-values giving an earlier
maximum at lower B-values. After the maximum, there is a mono-
tonic decrease with increasing B-values. It should be pointed out
that this nonmonotonic behavior does depend on the die length L0
because compressibility depends on the length as all convective
flows do. A shorter die �L0=5� gave always a monotonic increase
with B, as evidenced in Fig. 4�b�. The exit correction is highest for
the tube ��=0� and lowest for the slit ��=1�, with all other
�-values ordered between these two extreme cases. However, as
was the case with the thickness swell, the planar geometry results
present a peculiarity, showing that much higher B-values are

Fig. 6 Thickness swell B2 as a function of the compressibility
coefficient B for Newtonian fluids obeying a linear equation of
state. The vertical line corresponds to the limit of previous cal-
culations using the nonconsistent FEM †13‡.

Fig. 7 Diameter swell B1 as a function of the compressibility
coefficient B for Newtonian fluids obeying a linear equation of
state. The vertical line corresponds to the limit of previous cal-
culations using the nonconsistent FEM †13‡.

Fig. 8 Inner diameter swell B3 as a function of the compress-
ibility coefficient B for Newtonian fluids obeying a linear equa-
tion of state. The vertical line corresponds to the limit of previ-
ous calculations using the nonconsistent FEM †13‡.

Fig. 9 Thickness swell B2 as a function of the diameter ratio �
for various values of the compressibility coefficient B for New-
tonian fluids obeying a linear equation of state
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needed to reach their full nonmonotonic behavior. It is important
to bear in mind that the exit correction is calculated at the outer
die wall, and thus it shows different trends than those of Fig. 4�b�,
where it was calculated at the centerline for tubes and slits.

If the results for the exit correction are plotted versus the diam-
eter ratio � �Fig. 11�, we observe a monotonic decrease, also
found to exist for Newtonian incompressible fluids �4�. This trend
is somewhat more pronounced for higher B �more compressible
fluids�. Because of the monotonicity of the results shown in the
previous graph, the curves are ordered for different B-values, ex-
cept again at the upper limit of the computations where the results
for B=0.015 are very close to the ones for B=0.02. For the same
B-value, the effect of increasing � is to slightly decrease the exit
correction, but again the changes are not significant, and they
follow those found for the incompressible case �B=0�.

5 Conclusions
A C-FEM for compressible viscous flows has been imple-

mented to extend numerical solutions for Newtonian fluids for
higher compressibility numbers, B. It uses the pressure as a La-
grangian multiplier for all the terms of the continuity equation,
and SUPG integration for the convective terms ū ·�� appearing in
it due to density. The analytical solutions for Poiseuille flow in
tubes and slits have been numerically reproduced for any B-value.

With the C-FEM, the range of simulations has been extended
threefold than before �13� for the benchmark problem of annular
extrusion flow of Newtonian fluids for different diameter ratios �.
The effect of compressibility has been studied by using a linear
equation of state between pressure and density.

For weakly compressible fluids �0�B�0.02� and as B in-
creases, the extrudate swell is little affected, in the order of 1%
and not in a monotonic manner, showing maxima and minima,
which are affected by the die length �due to the convective nature
of compressible flows�. All thickness swell values range between
13% and 20%, which are the limits for tubular axisymmetric and
planar flows, respectively. The exit correction �dimensionless ex-
cess pressure losses� increases for all �-values in the low B-range.
In the case of more compressible fluids �new results for 0.02

�B�0.064�, increasing compressibility increased substantially
the �thickness� extrudate swell, in the order of 40% for B�0.06.
The exit correction showed maxima around B�0.02, and then a
gradual decrease for all �-values. It is important to state where the
exit correction is calculated, since pressure values based on the
wall give different exit corrections than values calculated at the
centerline, due to the compressibility of the fluid. Also it should
be borne in mind that compressibility depends on the die length,
due to the convective nature of compressible flows.

The present results are offered as reference solutions for re-
searchers working with the numerical simulation of foam extru-
sion and parison formation in blow molding. They are the prelude
for a study of combined effects together with non-Newtonian flu-
ids, exhibiting viscoplasticity and/or viscoelasticity. Such a study
is currently under way by the author.
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Appendix
The FEM casts the differential equations into integral form ac-

cording to the Galerkin principles �18,24�. For the primitive vari-
able formulation u-v-p-T-h, FEM approximates the field variables
for the velocities u-v, pressure p, temperature T, and free surface
h, as follows:

u = �̄TU = �
i=1

n

�iUi v = �̄TV = �
i=1

n

�iVi p = �̄TP = �
i=1

m

�iPi

T = �̄TT = �
i=1

n

�iTi h = �̄TH = �
i=1

n

�iHi

where U ,V , P ,T ,H are arrays-columns of the nodal unknowns for

each element, and �̄ , �̄ are arrays-rows of the basis �interpolation�
functions, and the superscript T refers to the transpose of a vector.
For well-known reasons of mathematical consistency �24�, the
pressure basis functions � are of lower order than the other basis
functions �, and interpolation for pressure is carried out over m
nodes, while for the other variables is carried over n nodes, with
m�n. Nine-node Lagrangian isoparametric quadrilateral elements
are used, and that choice fixes the basis functions �n=9, m
=4�.

For isothermal flows, the conservation of energy equation is not
considered and the temperature does not enter into the system of
equations. Substitution of the FEM approximations to the govern-
ing differential equations leads to corresponding integral equa-
tions to be integrated over the element area � or its surface
boundary �, as shown below �Cartesian coordinates� �24�.

Mass conservation. In tensor notation,

� · ��ū� = 0 �A2a�
In long-hand notation,

�� �ux

�x
+

�uy

�y
� + ux

��

�p

�p

�x
+ uy

��

�p

�p

�y
= 0 �A2b�

�A2c�

Fig. 10 Exit correction nex as a function of the compressibility
coefficient B for Newtonian fluids obeying a linear equation of
state. The vertical line corresponds to the limit of previous cal-
culations using the nonconsistent FEM †13‡. Note that the exit
correction is based on pressure values calculated at the outer
die wall.
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The above �nonconsistent� formulation uses the velocity basis
functions to perform the integrations. It has been employed before
for compressible flows �19,20� and led to limited results for com-
pressible extrudate swell �9,13�.

Momentum conservation. In tensor notation,

�ū · �ū = − �p + � · �� �A3a�

with the total stresses �� given by

�� = − pI� + �� �A3b�
where

�� = ���ū + �ūT� −
2�

3
�� · ū�I� �A3c�

In long-hand notation,

��ux

�ux

�x
+ uy

�ux

�y
� = −

�p

�x
+

��xx

�x
+

��xy

�y
�A3d�

��ux

�uy

�x
+ uy

�uy

�y
� = −

�p

�y
+

��yx

�x
+

��yy

�y
�A3e�

�xx = 2�
�ux

�x
−

2�

3
� �ux

�x
+

�uy

�y
� �A3f�

�yy = 2�
�uy

�y
−

2�

3
� �ux

�x
+

�uy

�y
� �A3g�

�xy = �� �ux

�y
+

�uy

�x
� = �yx �A3h�

�A3i�
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where ūm , v̄m are the velocities from the previous mth-iteration, T
is the surface traction vector, �sl is the slip coefficient, and n̄ and
t̄ are the unit normal and tangential vectors to a surface.

Free surface. In tensor notation,

ū · n̄ = 0 �A4a�

	
�fs

�ū · n̄��̄Td� = 0 �A4b�

In the derivation of the above equations, the Green–Gauss theo-
rem has been used for reducing the second-order diffusion terms
in the momentum equation, and for reducing the pressure term
into first-order terms along with surface integration. The surface
integrals in the right-hand side �RHS� of the integral equations
take care of the natural boundary conditions, and may contain
surface tractions or momentum fluxes depending on the problem.
For compressible fluids, the density has been replaced by pressure
according to a state law p���. Thus, the density is interpolated at
the same level as the pressure, i.e., with linear interpolation func-
tions.

1 Mass and Momentum Discrete Equations (Nonconsis-
tent Formulation). Combining the discrete forms of the conser-
vation equations of mass and momentum into one matrix equation
leads �in two dimensions� to the following system of an element
�stiffness� matrix, a vector of unknowns, and a RHS �load� vector
for each element as follows:


 S11 S12 − L1

S21 S22 − L2

− L1,�
T + L3 − L2,�

T + L4 0
�
U

V

P
�

+ 
A1�U� + A2�V� 0 0

0 A1�U� + A2�V� 0

0 0 0
�
U

V

P
� = 
F1

F2

0
�
�A5�

where

�A6�

�A7�

�A8�

�A9�

K11 =	
�

�
��̄

�x

��̄

�x
Td� �A10�

K22 =	
�

�
��̄

�y

��̄

�y
Td� �A11�

K12 =	
�

�
��̄

�y

��̄

�x
Td� �A12�

K21 =	
�

�
��̄

�x

��̄

�y
Td�, with K21 = K12 �A13�

L1 =	
�

��̄

�x
�̄Td� �A14�

L2 =	
�

��̄

�y
�̄Td� �A15�

L1,� =	
�

�
��̄

�x
�̄Td� �=L1for incompressible fluids�

�A16�

L2,� =	
�

�
��̄

�y
�̄Td� �=L2 for incompressible fluids�

�A17�

L3 =	
�

� ��

�p
� ��̄

�x
�̄�̄Td� �L3 = 0 for incompressible fluids�

�A18�

L4 =	
�

� ��

�p
� ��̄

�y
�̄�̄Td� �L4 = 0 for incompressible fluids�

�A19�

A1�U� =	
�

��̄U
��̄

�x
Td� �A20�

A2�V� =	
�

��̄V
��̄

�y
Td� �A21�

Fig. 11 Exit correction nex as a function of the diameter ratio �
for various values of the compressibility coefficient B for New-
tonian fluids obeying a linear equation of state. Note that the
exit correction is based on pressure values calculated at the
outer die wall.
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�A22�

�A23�
It should be noted that in the work of Webster et al. �20�, the

compressible terms in Eqs. �A8� and �A9� are missing. Although
this does not affect the results appreciably in Poiseuille flow when
comparing with the analytical solutions, it does affect them con-
siderably in any other 2D flow, as is the case in the extrudate swell
problem.

2 Mass and Momentum Discrete Equations (Consistent
Formulation). In the consistent �C-FEM� formulation, the dis-
crete form of the continuity equation uses the pressure as a La-
grangian multiplier for all terms appearing in the equation. Thus,
the discrete form becomes

�A24�
and the element �stiffness� matrix of Eq. �A5� becomes


 S11 S12 − L1

S21 S22 − L2

− L1,�
T − L2,�

T S33
� �A25�

where

�A26�
Note the differences above between Eqs. �A2c� and �A24�, and

between matrix Eqs. �A5� and �A25�. These are the crucial differ-
ences between the two formulations.

For a linear equation of state �Eq. �5��, the term �� /�p=�0�.
Then in the above Eq. �A26� we observe the similarity between
the convective term in the energy equation, �cpū ·�T, and in the
continuity equation, ��ū ·�p. The integration of the convective
terms is best carried out with the SUPG method �21�, in which the

basis function �̄ is augmented by the term w̄ ·��̄, where w̄ is an
artificial diffusivity �21�. Then Eq. �A26� is written as follows:

�A27�
The integration is carried out on bilinear quadrilaterals obtained

from a 2�2 subdivision of the parent element. SUPG guarantees
results which are smoother than their Galerkin counterparts, even
for relatively coarser grids, and this was borne out by our calcu-
lations.

3 Final Assembly. The final assembly of the matrix Eqs. �A5�
�with the consistent matrix of Eq. �A25�� from all the finite ele-
ments leads to a system of equations of the form as follows:

�S��U
 = �F
 �A28�

where �S� is the grand coefficient �stiffness� matrix, �U
 is the
global vector of unknowns, and �F
 is the global RHS �load�
vector. Due to the nonlinear terms in the �S� matrix �because of
compressibility or inertia or a nonlinear slip law�, Eq. �A28� is
nonlinear, and iterations are needed. The system is then solved at
each iteration by the frontal technique for unsymmetric matrices
given in the book by Taylor and Hughes �25�. The nonlinear sys-
tem of equations is solved by direct substitution �Picard iteration�,
which is most convenient for the formulation described above �no
Jacobian matrices are required for such an iterative process�.
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Tip Vortex Cavitation Inception
Scaling for High Reynolds
Number Applications
Tip vortices generated by marine lifting surfaces such as propeller blades, ship rudders,
hydrofoil wings, and antiroll fins can lead to cavitation. Prediction of the onset of this
cavitation depends on model tests at Reynolds numbers much lower than those for the
corresponding full-scale flows. The effect of Reynolds number variations on the scaling of
tip vortex cavitation inception is investigated using a theoretical flow similarity ap-
proach. The ratio of the circulations in the full-scale and model-scale trailing vortices is
obtained by assuming that the spanwise distributions of the section lift coefficients are the
same between the model-scale and the full-scale. The vortex pressure distributions and
core sizes are derived using the Rankine vortex model and McCormick’s assumption
about the dependence of the vortex core size on the boundary layer thickness at the tip
region. Using a logarithmic law to describe the velocity profile in the boundary layer
over a large range of Reynolds number, the boundary layer thickness becomes dependent
on the Reynolds number to a varying power. In deriving the scaling of the cavitation
inception index as the ratio of Reynolds numbers to an exponent m, the values of m are
not constant and are dependent on the values of the model- and full-scale Reynolds
numbers themselves. This contrasts traditional scaling for which m is treated as a fixed
value that is independent of Reynolds numbers. At very high Reynolds numbers, the
present theory predicts the value of m to approach zero, consistent with the trend of these
flows to become inviscid. Comparison of the present theory with available experimental
data shows promising results, especially with recent results from high Reynolds number
tests. Numerical examples of the values of m are given for different model- to full-scale
sizes and Reynolds numbers. �DOI: 10.1115/1.3130245�

1 Introduction
A three-dimensional lifting surface has a vortex trailing from

the tip caused by the crossover of fluid from the high pressure side
to the low pressure side. The spinning motion creates regions of
low pressure in the vortex core because of the balance of radial
momentum. At conditions of high speed or high propeller thrust
�loading�, the vortex core pressure decreases to a point at which
cavitation can occur. On a marine propeller, cavitation typically
occurs in the trailing vortex before it occurs on the blade surface.
The prediction of the onset of tip vortex cavitation is of major
interest to marine engineers and ship designers because of the
ensuing noise and hull vibration. The flow field in a trailing vortex
is so complex that prediction of cavitation inception still relies
heavily on model tests extrapolated to full-scale using cavitation
scaling laws.

The report of the 19th International Towing Tank Conference
Cavitation Committee �1� presented an extensive review of tip
vortex cavitation and its inception. Following McCormick’s ap-
proach, the report recommended testing the model at high Rey-
nolds numbers and using an empirical formula ��if /�im

=K�Ref /Rem�m� to scale tip vortex cavitation, in which the sub-
scripts f and m denote full- and model-scales, respectively. The
Reynolds number exponent m was found to vary around 0.35 to
0.38, and the empirical parameter K was introduced to incorporate
nuclei effects on cavitation inception. Arndt and co-workers �2,3�
presented a scaling formula �if /�im=KCl

2�Ref /Rem�0.4, in which
Cl is the lift coefficient and K is an empirical parameter account-
ing for secondary effects such as the vortex rollup process, nuclei,

flow unsteadiness, etc. The Reynolds numbers in the data of Arndt
and Dugue �2� were around 2.2�105–5.7�105. This range of
Reynolds number can lead to inconsistent lift coefficient data for
wings, however, Loftin and Smith �4� showed large Reynolds ef-
fects on lift for Reynolds numbers of 106 or less, but much smaller
effects at Reynolds numbers greater than 3�106. Hence the ex-
ponent of 0.4 derived from Ref. �2� may reflect variations in foil
loading at low Reynolds numbers and lead to inconsistent results
for higher Reynolds number tests. A slight difference was ob-
served in the m values derived by the ITTC and the scaling for-
mulas of Arndt and Dugue �2�, respectively.

Jessup et al. �5� compared the cavitation performance of a naval
surface ship propeller tested in a 36 in. �0.91 m� water tunnel and
the large cavitation channel with full-scale results. The model
Reynolds number, based on inflow velocity and chord at a 0.7
propeller radius, was about 4�106. The corresponding full-scale
Reynolds number was near 5�107. Applying the McCormick
scaling formula using m=0.4 to the model results, the predicted
tip vortex inception index was very different from the observed
full-scale value. Very little scaling was required to match the data.
The large discrepancy of the McCormick prediction was attributed
to the difficulty of viewing the bottom of the propeller disk, but it
is possible that the scaling methodology was simply incorrect.

Using McCormick’s hypothesis that the viscous vortex core
size is linearly related to the viscous boundary layer thickness via
a continuity of viscous flow assumption ac�� the Reynolds effect
on the vortex core pressure becomes dependent on the Reynolds
variation in the boundary layer thickness. McCormick �6,7�
showed that tip vortex cavitation inception indices differed notice-
ably when roughness was applied on the pressure side of the foil
surface. He suggested that the vortex core size is related to the
thickness of the boundary layer � on the pressure side of the foil
that feeds into the vortex. Visual observations by Liang and Ra-
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maprian �8� and Baker et al. �9� and the flow velocity measure-
ments by Fruman et al. �10� also showed a strong dependency of
the vortex core size on Reynolds numbers. They showed that the
core size became smaller as the Reynolds number was increased.
These experimental measurements agree with McCormick’s hy-
pothesis because the thinning of the boundary layer at higher Rey-
nolds numbers should make the vortex core size smaller. Vortex
cavitation can also be sensitive to incoming flow unsteadiness, foil
planform/blade geometry, ship wake, the foil/blade loadings, and
water quality �1,11,7�. By testing the model in a facility with high
air content and high model Reynolds numbers, and by using the
thrust identity method �5,12�, the nuclei effects, the viscous ef-
fects on foil/blade loading, and the ship wake effects on blade
loading, respectively, can be minimized. But tip vortex cavitation
scaling issues can still be dominated by Reynolds effects on the
tip vortex core size. Using McCormick’s approach and a Rankine
vortex model, viscous effects on the vortex core size and cavita-
tion inception are investigated in this paper.

2 Problem Formulation and Approach
The process of vortex rollup in a tip vortex is complex but is

well-discussed by Fruman and co-workers �10,13�, Stinebring et
al. �14�, and Farrell and Billet �15�. To model the vortex and
rollup process, consider an elliptical hydrofoil with a system of
trailing vortices as shown in Fig. 1. To simplify the explanation,
the large foil shown on the right is termed “full-scale” in this
study. The model is set at an angle of attack �m, velocity Vm, and
local bound vorticity �. Let b denote the foil span and c as the
chord length at the midspan. Let ��x /c� represent the circulation
in the trailing vortex, Cp�x /c� as the pressure coefficient in the
vortex core, and ac�x /c� as the radius of the vortex core as a
function of the downstream distance �x /c�. Let subscripts m and f
denote the model- and full-scale, respectively, and let � denote the
linear geometric scale ratio of full- to model-scale, namely, bf
=� bm and cf =� cm. Assuming both model- and full-scale have
the same planform and section profiles, geometric similarity is
preserved. In a uniform inflow with the same angle of attack on
both full-scale and model-scale foil, namely, � f =�m, kinematic
similarity is also satisfied. For dynamic similarity, it is assumed
that the trailing edge vortex rollup process between model- and
full-scale is similar.

For simplicity a Rankine vortex model will be used to relate
circulation, core dimension, tangential velocity, and pressure dis-
tributions. In this process, it is assumed that the presence of nuclei
in the flow does not alter the pressure distributions inside the
vortex core from the single-phase flow condition. McCormick’s
�6,7� assumption will be applied to obtain the relationships be-
tween the full-scale and model-scale vortex core radii and pres-
sure distributions. Reynolds scaling on vortex cavitation inception
will be derived from the minimum pressure coefficients between
the model- and full-scale vortices.

2.1 Trailing Vortex Pressure and Cavitation Inception. The
vortex core is a region of low pressure. For sufficiently low pres-

sures, a bubble entering a vortex core will cavitate and radiate
acoustically. In some instances the bubbles can interact with the
vortex and alter the pressure field from the fully wetted condition.
Because the sizes of nuclei are much smaller than the vortex core
diameter during the incipient stage of cavitation, it is assumed for
inception scaling that the nuclei have no effect on the pressure
distributions. Only the Reynolds scale effect on the vortex pres-
sure distributions is considered here.

The Rankine vortex model has the following forms for velocity
and pressure �6�.

For velocity,

Vt�r� =
�

2	
� r

ac
2�, r 
 ac

�1�

Vt�r� =
�

2	
�1

r
�, r � ac

For pressure,

P0 − P�r� =
��2

4	2ac
2�1 −

r2

2ac
2�, r 
 ac

�2�

P0 − P�r� =
��2

4	2� 1

2r2�, r 
 ac

in which Vt denotes the tangential velocity, r is the distance to the
vortex center, � and ac are the circulation and vortex core radius,
respectively, P0 is the ambient pressure, and � is the fluid density.
Let Cp min denote the minimum pressure in the vortex core. From
Eq. �1� we obtain

Cp min =
P�r=0� − P0

1/2��V0
2�

= −
��/V0�2

2	2ac
2 �3�

Because nuclei effects are ignored, the cavitation is assumed to
occur when pressure in the vortex core reaches vapor pressure.
The ratio of cavitation inception indices equals the ratio of the
minimum pressure coefficients between the full-scale and the
model-scale. Thus,

�if

�im
=

− Cp min f

− Cp min m
= � � f

�m
�2�acm

acf
�2�V0m

V0f
�2

�4�

where subscripts f and m denote full-scale and model-scale, re-
spectively. Equation �4� shows that cavitation inception scaling is
governed by the ratios of �� f /�m� and �acm /acf� if the model- and
full-scale have the same speed. Now the ratios �� f/�m� and
�acm /acf� will be derived from geometric and kinematic similarity
assumptions.

2.2 Circulation Distributions „�fÕ�m… in a Trailing Vortex.
The circulation rolled up in the vortex depends on the gradient of
the bound vorticity in the spanwise direction,

Fig. 1 Sketch of lifting surface
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� � ��/�s �5�

in which s is the nondimensional distance y /b. The bound vortic-
ity depends on the local section lift as

��s� = l�s�/�V0 �6�
and the section lift depends on the local lift coefficient

l�s� = cL�s�
1

2
��V0

2�c�s� �7�

Because the chord distributions c�s� vary between the model- and
the full-scale as the linear scale ratio, the section lift, bound vor-
ticity, and circulation shed into the vortex all scale with the linear
scale ratio as well. The lift coefficient distribution stays the same
from geometric and kinematic similarities �assuming that the Rey-
nolds variation in the lift coefficient between the model- and the
full-scale is small�. Thus the circulation scales as

� f/�m = �cf/cm��V0f/V0m� = ��V0f/V0m� �8�
The vortex circulation varies with the linear scale ratio between
the model- and the full-scale.

2.3 Ratio of Vortex Core Sizes in the Trailing Vortex. From
the experimental observations previously discussed and the pi
theorem for nondimensional analysis of related variables, the
boundary layer thickness is identified to be the proper character-
istics length to normalize the size of the vortex core. Although the
most direct association would be to relate the core size to the
overall thickness, a better choice might be the displacement thick-
ness ��1� representing the continuity deficit of the boundary layer,
or momentum thickness ��2� representing the momentum deficit
of the boundary layer. Because the viscous effects are the most
apparent as a drag force, and the drag force can be represented as
the momentum deficit, the momentum thickness was chosen as the
boundary layer scale with which the vortex core size should scale.
This choice has the added convenience that friction measurements
are easy to measure and are available over a wide Reynolds num-
ber range. Additionally, experimental measurements show that the
value of the shape factor H12=�1 /�2 on a flat plate is nearly con-
stant and insensitive to Reynolds numbers �16�. The data of
Brewer and Park �17� on the pressure side of a cambered foil also
showed the shape factor to be insensitive to Reynolds numbers
within the test range of 106–108. Therefore, the use of momentum
thickness, displacement thickness, or boundary layer thickness as
the characteristic length to normalize vortex core will give the
same result in cavitation inception scaling.

McCormick’s assumption is now applied in this paper. From the
geometric and kinematic similarities between the model- and the
full-scale, and the pi theory, the vortex core size is normalized by
�.

acf/acm = � f/�m �9�
The next task is to express the scaling of the boundary layer
thickness in geometric and kinematic variables.

2.4 Cavitation Inception Scaling Using 1
7th Power Law Ve-

locity Profile for Modeling. Experimental data analyzed by Bla-
sius �see Ref. �16�� showed that the velocity profile on a turbulent
boundary layer was well represented by the 1

7 th power law. For
this profile the boundary layer thickness scales with Reynolds
number as

acf

acm
=

� f

�m
= �� Ref

Rem
�−0.2

�10�

Based on the 1
7 th power law velocity profile, the ratio of vortex

core size, as given in Eq. �10�, is shown to decrease with an
increase in Reynolds number by Re−0.2.

The flow on the surface of a rotating disk is of great importance
for rotary machines such as propellers. This subject was studied

by von Karman �18� and Goldstein �19�. Let � and r denote the
angular velocity and radial distance from the axis, respectively.
The flow in a rotating disk becomes turbulent at large Reynolds
numbers Re=r�r�� /� in the same way as the flow along a plate.
With the balance of viscous and centrifugal forces, Schlichting
�16� obtained the boundary layer thickness on a rotating disk as
follows:

� = 0.526r��r2/��−0.2 = 0.526r Re−0.2 �11�

Hence for a rotating disk, the Reynolds scaling of the boundary
layer thickness and vortex core size is

acf

acm
=

� f

�m
= �� Ref

Rem
�−0.2

�12�

Equations �10� and �12� show that the scaling of turbulent
boundary layer thickness on a rotating disk exhibits the same de-
pendence on Reynolds scale as that of a flat plate Re−0.2. The
scaling formula for a rotating propeller is therefore expected to
exhibit a Re−0.2 dependence as well.

From Eq. �4�, the cavitation inception scaling based on a 1
7 th

power law velocity profile becomes

�if

�im
= ���V0f/V0m��2	 1

�
�Ref/Rem�0.2
2

• �Vom/Vof�2 = �Ref/Rem�0.4

�13�
Equation �13� shows that the tip vortex cavitation inception

varies with Reynolds scale by the 0.4 power because of the vis-
cous effects on the boundary layer thickness. Experimental mea-
surements by Fruman et al. �10� show measured cavitation incep-
tion �i indices that do scale with Re0.40. But this scaling law
assumes a priori that the velocity profile is well-described by a 1

7 th
power law relation. If the velocity profile varies from this, a dif-
ferent scaling relation will result. The problem becomes one of
describing a scaling relationship that applies over as great a range
of Reynolds numbers as possible, at least covering the Reynolds
numbers encompassed from experiments to full-scale.

2.5 Accuracy of 1
7 th Power Law Assumptions. The bound-

ary layer thickness on a flat plate derives from Prandtl’s assump-
tion that the friction coefficient is related to the boundary layer
thickness to the − 1

4 power and that the momentum thickness is
about 1/10 of the boundary layer thickness �matches a 1 /7th
power law velocity profile�. Using these two approximations to
solve Karman’s integral relation for the friction coefficient results
in the �0.2 exponent. That is,

�/x = 0.37 Re−0.2

�14�
�1/x = 0.046 Re−0.2

and the resulting friction coefficient is

Cf = 0.074 Re−0.2 �15�
Recently, a large two-dimensional foil was tested in the Naval

Warfare Center’s Large Cavitation Channel. The foil has a
NACA-0016 suction side and a flat surface on the pressure side
after x /c=0.28. The model was tested at high speeds to achieve
high Reynolds numbers of 9.0�106–5.6�107. Detailed discus-
sions of the test setup and measurements are given in the paper by
Judge et al. �20�. Brewer and Park �17� obtained boundary layer
profiles and friction velocities by numerical integration of the ve-
locity profiles measured by laser doppler velocimetry �LDV�.
They obtained a power law curve fit for the displacement thick-
ness versus Reynolds number for the pressure side data. These
data show that the viscous effect on the boundary layer displace-
ment thickness and friction coefficient at high Reynolds numbers
is significantly weaker than the value of Re−0.2 predicted by a
1 /7th power law.

The measured and computed torque coefficients on a rotating
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disk are discussed in the papers by von Karman �18� and Gold-
stein �19�. As pointed out by Schlichting, the centrifugal force
generated by the rotating disk plays an important role on boundary
layer development. Even at the moderate Reynolds numbers, cal-
culations from the 1

7 th power law by von Karman deviate from the
measurements. Again, calculations based on the logarithmic law
by Goldstein agree well with experimental data.

Velocity distributions in a trailing vortex core on a foil was
measured by Fruman et al. �10� using laser Doppler velocimetry.
The characteristic dimension of the viscous core region in the
vortex is compared with the boundary layer on the foil. The mea-
sured vortex core size deviates progressively from the calculated
turbulent boundary layer thickness as the Reynolds numbers are
increased �see Fig. 10 of Ref. �10��. The pattern of deviation with
Reynolds number shown on the core of a NACA foil vortex is
similar to the pattern of friction coefficient shown on a flat plate.
The influence of viscosity on the vortex core size is much weaker
than predicted by 1

7 th power law assumptions as the Reynolds
numbers increased.

3 Logarithmic Law and Cavitation Inception Scaling
In practical applications, the Reynolds number that ranges from

model- to full-scale often exceeds the range of validity of a 1
7 th

power law assumption. The theory of the friction coefficients on a
flat plate based on the 1

7 th power law yields results that deviate
increasingly from the measurements as Reynolds numbers are in-
creased. Schlichting �16� fitted the friction coefficients and Rey-
nolds numbers to give the following expression:

Cf = 0.455/�log Re�2.58 �16�
This logarithmic expression gives good agreement with flat plate
experimental data even at large Reynolds numbers.

Cavitation inception scaling based on a logarithmic law will
now be derived. The momentum thickness is related to the friction
coefficient by

�2/x = Cf/2 = 0.228/�log Re�2.58 �17�
The momentum thickness then scales as

�2f/�2m = ��log Rem/log Ref�2.58 �18�
If the vortex core size scales as the momentum thickness, then

acf

acm
=

�2f

�2m
= ��log Rem/log Ref�2.58 �19�

Equations �4�, �16�, and �19� give

�if/�im = �− Cpmin f/− Cpmin m�

= ���V0f/V0m��2	 1

�
�log Ref/log Rem�2.58
2

�V0m/V0f�2

�20�
In short, the new scaling gives

�if

�im
= �log Ref/log Rem�5.16 �21�

The new scaling formula depends on both values of Ref and Rem.
This contrasts the scaling given in Eq. �13� in which the scaling
formula depends only on the ratio of Ref /Rem.

Equation �21� should be applicable from the Reynolds numbers
of 3�105 and above. Below the Reynolds numbers of 3�105, the
model flow may be laminar or in transition, and the friction rela-
tion of Eq. �16� may be invalid in that range. Provided that the
boundary layer on the foil surface is fully turbulent, Eq. �21�
should be valid.

3.1 Expression of the New Scaling in Conventional m Scal-
ing Format. Numerous model tests were conducted to determine
the values of m to fit the previously mentioned power law scaling.

The new scaling �if /�im= �log Ref / log Rem�5.16 can be expressed
in an equivalent power law format for comparison, that is,

�if/�im = �log Ref/log Rem�5.16 = �Ref/Rem�m �22�
Hence,

m = 5.16 log�log Ref/log Rem�/log�Ref/Rem� �23�
Numerical values computed from Eq. �23� are given in the follow-
ing figures.

Figure 2 shows the value of m versus the ratio of Ref /Rem with
Rem as a variable. At Rem=5�105, the value of m approaches 0.4
as the ratio Ref /Rem approaches 1. The values of m decrease as
the ratio Ref /Rem increases for a given Rem. Even at the same
value of Ref /Rem, the values of m decrease as the values of Rem
increase. The value of m approaches zero at the limit of very high
Reynolds numbers. This agrees with the concept that the effect of
viscosity on cavitation diminishes as the Reynolds number ap-
proaches infinity, analogous to the general trend of flows to be-
come inviscid at higher Reynolds numbers. In contrast, conven-
tional power law scaling considers m to be a fixed value that never
reaches zero, independent of Reynolds numbers.

4 Experimental Comparisons

4.1 Model-Model Comparisons. Platzer and Souders �21�
conducted a series of tip vortex cavitation inception tests on an
elliptical foil in a 36 in. water tunnel. Oil paint flow visualization
showed that the flow was basically chordwise except in the region
close to the tip, which is the outermost 10% of the span. Only in
this area did the flow exhibit a noticeable spanwise flow compo-
nent. Based on this, the chord length at 10% from the tip is as-
sumed to be the characteristic length to be used to define the
Reynolds number for tip vortex cavitation study. Although the
boundary layer flow from the entire wing ultimately wraps up into
the tip vortex, cavitation typically occurs within a fraction of the
chord along the vortex axis, and only the tip flow of the foil has
rolled up into the vortex at this point. From the data of Platzer and
Souders �21�, the Reynolds numbers based on the chord length at
10% from the tip covered the range from 1.1�106 to 2.2�106,
yielding a factor of two in Reynolds number variations. Their
inception data showed a Reynolds number dependency of m
=0.36. This data point is plotted in Fig. 3.

Tip vortex cavitation on an elliptical foil was extensively tested
by Fruman and co-workers �10,13�. Within the Reynolds number
range from 2.2�105 to 5.6�105 �based on 10% span�, the incep-
tion data showed a Reynolds number dependency of m=0.40.
This data point is also shown in Fig. 3.

Arndt and co-workers �2,3� tested four different foils of the
same elliptical planform. Within the Reynolds numbers of 2.18
�105 and 5.67�105, the cavitation inception data exhibit strong
correlation with Re0.4. This data point is also plotted in Fig. 3.

Fig. 2 Variation of m with Reynolds number
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Note that the Reynolds number exponent and the tested Reynolds
numbers are almost identical between Arndt and Dugue �3� and
Fruman and co-workers �10,13�.

McCormick �6,7� conducted a series of tip vortex cavitation
tests on rectangular and elliptical foils. The inception data exhibit
good correlation with Re0.35 at the tested Reynolds numbers of
0.6�106 and 1.9�106. This data point is also plotted in Fig. 3.

A three-bladed propeller was recently tested in the 36 in. water
tunnel. The test setup and the geometry of this propeller were
discussed in the paper by Judge et al. �19�. The propeller was
tested over a speed range of a factor of two using the thrust iden-
tity to set the tunnel speeds. The Reynolds numbers based on the
chord at the 0.9 propeller radius were 4.3�106–8.6�106. Tip
vortex cavitation inception was detected visually on each blade.
The best curve fit of the inception data gave the values of m
=0.38, m=0.28, and m=0.25, respectively, for the three blades.
The m values of blades 2 and 3 were almost identical within the
accuracy of measurements. The variation of the m value for blade
1 from the other 2 blades was not expected nor can be explained.
The averaged value of m=0.303 at Re=4.3�106 is plotted in Fig.
3 for comparison with the theory.

Figure 3 also shows the value of m based on values of Cp min
calculated by Hsiao and Chahine �22� for two pairs of vortices
with a scale ratio of 2.0.

These data were now compared with the theoretical values of m
versus Rem for the cases of Ref /Rem=2.0 and Ref /Rem=3.2,
which are the limits of the Reynolds ratios in this data set. The m
values are not sensitive to this small a variation in ratio as seen by
the closeness of the lines. At Rem=3�105, for example, theoret-
ical m varies between 0.383 and 0.377, a variation of less than
2%, for 2.0�Ref /Rem�3.2. The variations of m caused by varia-
tions of test conditions �nuclei, manufacturing, etc.� were larger
than those from variations of the Reynolds number from which
the scaling exponent is predicted.

For Fig. 3, the theory gives m=0.40 for Rem=3�105 �barely
turbulent� and m=0.274 for Rem=1�108. Overall the measured
values of m show a decrease with increasing Reynolds numbers as
predicted by the theory. The good agreement exhibited in Fig. 3
between the available experimental data and the present theory is
encouraging.

4.2 Model-Full-Scale Comparisons. The model- and full-
scale data comparisons are difficult because model data are typi-
cally based on visual inception and full-scale data are more often
based on acoustic or accelerometer signals. These techniques can
show variations of a few knots in inception speed for the same
propeller, making determination of the scaling exponent difficult.
Whereas errors in estimates of the model- and full-scale Reynolds
numbers cause small variations of the predicted exponent m, a 1
kn variation in inception speed for a 12 kn full-scale condition
changes � over 15%. These variations for inception speed prevent
assessment of the scaling exponent with reasonable precision.

There are some comparisons, however, based on visual inception
at both scales.

Friesch and Johannsen �12� conducted a series of full-scale pro-
peller tip vortex cavitation observations. They also conducted cor-
responding tests in the Hamburgische Schiffbau Versuchanstalt
�HSVA’s� large tunnel, HYKAT, with 1

15 scale models. Tip vortex
cavitation was observed visually for both tests. They converted
the full-scale operating curve to model values and obtained the
power index in McCormick’s scaling formula of m=0.31, which
is substantially smaller than m=0.4 used widely today. The model
propeller Reynolds number at r /R=0.9 is estimated to be around
0.92�106, based on similar values of Reynolds numbers from
HYKAT tests of the Sydney Express propeller reported by Wei-
tendorf �23�, and a corresponding full-scale Reynolds number of
1.4�107 assuming the kinematic viscosity in the model- and full-
scale tests were the same. The present theory based on these Rey-
nolds numbers gives m=0.34, which is 10% higher than the index
derived in the paper. This result is shown in Fig. 4.

Measurements made long ago of the underwater noise associ-
ated with propeller tip vortex cavitation on a WW II submarine
are now available for comparison in Refs. �24,25�. USS HAKE
was a four-bladed twin screw submarine with a propeller diameter
of 2.50 m. The noise levels at various speeds were measured by
four hydrophones at two depths over frequencies from 10 kHz to
30 kHz. Corresponding model tests were carried out in a towing
basin using a wooden model with a small hydrophone placed in-
side the hull. The model had a geometric scale ratio of 1

14.5 , close
to 1

15. The propeller rotation speed was adjusted to simulate self-
propelled conditions using an advanced ratio determined from
speed trials of the prototype submarine. The noise curves for the
model- and full-scale data showed that the propeller had a quiet
and a noisy speed range. The transition from quiet to noisy opera-
tion was marked by a sudden increase in noise level with speed,
and at higher speeds, the noise changed little. Assuming that the
noise increase was caused by vortex cavitation and using the junc-
ture of quiet and noisy speeds as the inception speed, a power
index of m=0.315 would be obtained for a corresponding model
Reynolds number of 3.32�105. Using a criterion of 3 dB above
the background to define inception, an index of m=0.36 would be
obtained with a corresponding model Reynolds number of 3.54
�105. The results are shown in Fig. 4. The line shown for these
three data is a linear fit of the points.

These data are encouraging, but more experimental data are
needed to validate the theory, especially at high Reynolds num-
bers.

5 Conclusions
The scaling of tip vortex cavitation inception was derived as-

suming geometric and kinematic similarities between the model-
and the full-scale. Using the momentum thickness of the boundary
layer near the tip to correlate with the scaling of the vortex core

Fig. 3 Experimental values of m
Fig. 4 Values of m for �=15
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size, previously derived results for friction factors over a wide
range of Reynolds numbers allow the momentum thickness varia-
tion to be predicted. In the absence of nuclei effects, the resulting
cavitation inception scaling due to viscosity effects is given by

�if/�im = �log Ref/log Rem�5.16

This new scaling can be expressed in the conventional power law
format as

�if/�im = �Ref/Rem�m

and

m = 5.16 log�log Ref/log Rem�/log�Ref/Rem�

The values of m are variable and are dependent on Ref and Rem.
This is in contrast with the conventional tip vortex cavitation in-
ception scaling where m is treated as a fixed value.

The value of m approaches zero as the values of Ref and Rem
approach infinity. Thus the viscous effect on tip vortex cavitation
inception becomes weaker as the Reynolds number increases, ap-
proaching inviscid flow at very high Reynolds numbers.

In typical test facilities with the capability to vary Reynolds
numbers by a factor of 2, the present theory gives m=0.398, m
=0.327, and m=0.313 at Rem=3�105, 5�106, and 107, respec-
tively.

The present theory shows reasonable agreement with available
experimental data. Nevertheless, more experimental data are
needed, especially at high Reynolds numbers, to fully validate the
theory.
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Nomenclature
ac � vortex core radius
c � foil chord length

CF � flat plate friction drag coefficient
CL � lift coefficient
cl � section lift coefficient

CM � torque coefficient of a rotating disk
Cp min � minimum pressure coefficient in the vortex

core
G � nuclei effect on cavitation inception
L � foil lift

P�r� � local pressure in the trailing vortex
Po � reference �ambient� pressure
m � exponent used in Reynolds scale formula
r � radial distance from the vortex core center

Re � Reynolds number based on the chord length
s � nondimensional spanwise coordinate variable

Vo � reference velocity
Vt � tangential velocity of the trailing vortex
� � circulation along the vortex core
� � fluid density
� � cavitation number
�i � cavitation inception number

� � bound vortex on the foil surface
� � linear scale ratio between full-scale and

model-scale
� � boundary layer thickness

�1 � displacement thickness of the boundary layer
�2 � momentum thickness of the boundary layer
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A New Method for Numerical
Prediction of Liquid Column
Separation Accompanying
Hydraulic Transients in Pipelines
This paper presents a new method for calculating pressure fluctuations in pipelines dur-
ing a water hammer with liquid column separation. The method is based on the discrete-
vapor-cavity model (DVCM). Such kind of models assumes that vaporous cavities are
formed in each computational section of the pipeline whenever the pressure drops to the
vapor pressure at a given temperature. The proposed new model (new DVCM) brings a
significant improvement in the reliability of predictions compared with existing DVCMs.
The calculation method based on it eliminates some disadvantages of basic methods used
in practice, as shown by comparisons between calculations made for simple hydraulic
system under theoretical frictionless conditions using various DVCMs. Additionally, the
authors present preliminary verification of the proposed model based on experimental
results. The positive results of this verification, and the advantages of the new DVCM,
could lead to incorporating them into commercial codes. �DOI: 10.1115/1.3153365�

1 Introduction
Under certain conditions, the temporary drop of fluid pressure

in a pipeline to the level of the vapor pressure can cause the
appearance of vapor-gas filled cavities. These cavities are respon-
sible for discontinuities in the stream of liquid. Such a situation
may occur during quick valve opening or closing, or the starting
and stopping of hydraulic machines, as a result of a water hammer
pressure surge. After some time, these vapor-gas cavities reduce in
size or collapse, generating sudden high-pressure peaks. Usually
these cavities repeatedly grow and shrink, or collapse. Cavity
zones large enough to fill the whole pipe cross section are the
most important from a practical point of view, as the liquid col-
umn loses its continuity. Sudden and significant pressure peaks
accompanying this phenomenon often cause hydraulic system
breakdown or even complete destruction of such systems �1–3�.

The liquid column separation accompanying a water hammer
has been the subject of much research conducted worldwide
�4–16�. An extensive review of this research was performed by
Bergant et al. �17�. The phenomenon discussed here was ob-
served, and its physical aspects were explained for the first time
by Joukovsky in 1898 �18�. Until the 1960s, models using graphic
prediction of water hammer with liquid column separation were
used. Then, a model designed especially for computer algorithms
was created based on the method of characteristics �MOC�. After-
ward, many alternative numerical models have been developed
�5,7,19–22�.

Discrete vapor cavity models �DVCMs� play a dominant role
among all methods used for predicting the course of water ham-
mer with liquid column separation. They consider only vapor
cavities and neglect gas cavitation, even though in reality the cav-
ity zones created are always filled with both vapor and gas vol-
umes. The release of gas from a liquid when its pressure drops
beneath the value of the saturation pressure for the gas is a slow
process in comparison with the very quick vapor cavitation phe-

nomenon, neglecting the release to simplify the model seems to be
reasonable. Vaporous zones are taken into consideration by incor-
porating internal boundary conditions into algorithms for solving
equations describing the unsteady flow of liquid in closed con-
duits �23,24�. The main assumptions for these models are as fol-
lows �Fig. 1�.

�a� Vaporous zones are concentrated at computational cross
sections of the pipe, and they appear when the static pres-
sure at such sections drops to or below the vapor pressure
pv at a given temperature.

�b� The pressure of the fluid in cross sections with a vapor-
ous zone is equal to the saturated vapor pressure while
the cavity persists.

�c� The vaporous zone is filled with vapor, causing disconti-
nuity in the primal liquid stream and dividing it into two
separate and continuous regions of liquid. Assuming that
the vaporous cavity fills the whole area of a pipe cross
section results from a 1D model used for describing the
unsteady pipe flow.

�d� The cavity volume depends on parameters describing the
motion of the liquid outside the vaporous zone and does
not depend on the physicochemical characteristics of the
liquid.

Calculation of cavity volume is based on the flow continuity
equation

Vcav =�
to

t

�Q+ − Q−�dt �1�

where to represents the time moment of the cavity appearance and
is defined as a moment when the calculated pressure in the spe-
cific cross section drops to the level equal or below pv. Q+=AV+

and Q−=AV− are the volume flow rates of liquid on the right and
left sides of the vaporous zone, respectively. V is the average
velocity in the pipe and A equals the pipe cross-section area.

So far, there are no satisfactory results from using computa-
tional methods to simulate liquid column separation phenomenon
based on such discrete models. The classic model of a vapor cav-
ity most often used in commercial codes assumes that vaporous
zones are created in every computational cross section, where
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pressure drops to or below pv level. The main disadvantage of this
model is that it usually gives results different from those observed
in reality, in particular, there may occur “numerical” pressure
peaks as artifacts of the discontinuities spread over several com-
putational cross sections. Such peaks may even cause instabilities
in a calculation, including its termination. It is believed that these
peaks result from the superimposition of many pressure waves
generated by the sudden collapse of the many discontinuity zones
simulated in the pipe flow. Attempts to avoid this effect have been
made �15,16�. In one method, a small amount of undissolved air is
introduced into all the computational cross sections where a cavity
volume grows. The main reason for this was to attenuate the pres-
sure peaks mentioned above �16,20�, but still these peaks were not
eliminated completely.

Another approach assumes that the discontinuity zone is created
only in one particular cross section �22,25�. Usually the section
adjacent to the flow control device �valve� or located at the high-
est point of the pipeline is chosen. Calculations conducted using
this approach do not result in artificial pressure peaks. According
to some authors �26�, its main disadvantage is the necessity to
determine the cross section where the vaporous zone appears dur-
ing calculations �26�. However, additional and far more important
weaknesses of this model are described later in the present paper.
It will be shown that pressure courses calculated using the model
with a single vaporous zone are characterized by the excessive
attenuation of pressure oscillations that result from a failure to
satisfy the mass and energy conservation laws.

In the new model described here, it is assumed that cavity vol-
umes calculated in several computational cross sections are
shifted toward a single cross section without breaking these basic
conservation laws. The results are devoid of artificial numerical
attenuation and free of the artificial pressure peaks observed while
using the classical model. The method has been subjected to a
preliminary verification using the experimental results obtained at
a test rig designed and erected at the Szewalski Institute of Fluid-
Flow Machinery of the Polish Academy of Sciences �IMP PAN� in
Gdansk, Poland.

2 Unsteady Fluid Flow in Pipelines: Assumptions and
Basic Equations

The computational method is based on the classic theory of
water hammer �hydraulic transients�. The main assumptions are as
follows.

• Fluid flow is one dimensional. Quantities describing the
flow are averaged over pipe cross sections and depend on
time and the distance measured along the pipe axis.

• The liquid is assumed to be a low-compressible fluid; that is,
it deforms elastically under pressure surges with insignifi-
cant change in density.

• The pipeline wall is deformed by pressure surges according
to the theory of elastic deformation. The dynamic interac-
tions between fluid and pipeline wall are neglected.

• Fluid velocity is small compared with the pressure wave
speed.

The following equations are used for the mathematical descrip-
tion of unsteady liquid flows in pipelines �24,27�.

• For continuity equation,

�H

�t
+

a2

gA
·
�Q

�x
= 0 �2�

• For momentum equation,

�H

�x
+

1

gA

�Q

�t
+ J = 0 �3�

Equations �2� and �3� form a closed system of partial differen-
tial equations of hyperbolic type with unknown functions of pi-
ezometric head, H=H�x , t�, and volumetric flow rate, Q=Q�x , t�
�Q=VA�. Elasticity of pipe walls and liquid is represented by the
pressure wave speed a in Eq. �2�.

The quantity J in Eq. �3� stands for head loss per unit of pipe
length and represents hydraulic resistance caused by both internal
friction within the liquid and friction at the pipe wall. According
to the quasisteady hypothesis, the hydraulic losses in an unsteady
flow are calculated using formulas valid for steady flows. Such an
approach may be the main source of discrepancies between ex-
perimental and numerical results for the pressure wave damping
effect.

An alternative approach is to include the unsteady friction
losses in the mathematical description of unsteady fluid flow in
closed conduits. In the relevant literature, a large variety of un-
steady friction models can be found. In general, they assume that
the quantity J is a sum of the quasisteady flow pipeline resistance,
the active resistance resulting from viscous friction at the pipe
wall, Jq, and the pipeline inertance, reactance accounting for liq-
uid inertia, Ju:

J = Jq + Ju �4�

Modeling quantity Jq is based on the quasisteady flow hypoth-
esis and usually based on the Darcy–Weisbach equation

Jq =
fq

DA2 ·
Q�Q�
2g

�5�

where the quasisteady friction coefficient fq is calculated using the
Hagen–Poiseuille law for laminar flows or the Colebrook–White
formula for turbulent flows.

The models of unsteady friction losses focus on the Ju quantity.
They can be classified into three groups according to the method
of calculating the friction factor in the one-dimensional momen-
tum equation.

• The friction term is related to the instantaneous velocity
derivatives in the pipe cross section �28�.

• The friction term is related to the past velocity changes in a
given cross section �29–32�.

• The friction term is calculated according to the irreversible
thermodynamic theory �33,34�.

The first group of models enables simple numerical calculations
of friction losses. Hence, they are most frequently used for simu-
lating water hammer courses. Models belonging to the second
group demand much more effort when developing algorithms and
require more computer storage. Knowledge of the flow history in
a given pipe cross section is essential for enabling calculations of
flow parameters in the next time step of simulation and requires
storing very large sets of data. This considerably slows the calcu-
lations and makes the models from this group less attractive.
However, these models have the virtue of conforming to theory, as
are models belonging to the third category. On the other hand,
models derived from the irreversible thermodynamic theory are
still in a preliminary state of development and require many em-
pirically determined coefficients. For further considerations, the
Vardy and Brown model �29� was used. It is one of a group of

Fig. 1 The discrete model of a pipe flow with column
separation
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models that use past velocity changes to calculate the unsteady
friction in turbulent unsteady flows. To solve the system of Eqs.
�2� and �3�, the MOC was applied �24,35,36�.

3 The Origin and Essence of the New Model and the
Resulting Calculation Method

The method presented below predicts liquid column separation
during a water hammer course and is based on the DVCM. The
vapor cavity is the only cavity type considered in this model. Gas
cavitation is neglected as a phenomenon poorly recognized and
showed small influence on the predicted maximal pressure ampli-
tudes �the most important computational result in practical appli-
cations�.

As in the classical model, vaporous zones are included by in-
ternal boundary conditions used when solving the system of Eqs.
�2� and �3�. The fluid flow within the continuous zones is de-
scribed by these equations, and the assumption of a constant pres-
sure p= pv or H=Hv allows the calculation of all the required
parameters of this flow averaged over the pipe cross section. As
the gas cavities are neglected, the system of Eqs. �2� and �3� is
solved for constant pressure wave speed a.

The main assumptions are similar to assumptions �a�–�d� pre-
sented in the Introduction. To calculate the cavity volumes in the
computational sections of a pipeline, the following form of Eq. �1�
is used:

Vcavt+�t
= Vcavt

+ �� · �Qt+�t
+ − Qt+�t

− � + �1 − �� · �Qt
+ − Qt

−�� · �t

�6�

The � symbol in Eq. �6� stands for the weighting factor with a
“normal” value of 0.5. This factor is confined to 0���1 and is
introduced into the finite difference scheme applied for integrating

the cavity volume. According to Wylie �16�, it is strongly recom-
mended to choose a value within the range 0.5–1.0 because it
eliminates numerical instabilities that appear during simulation of
the transient. Additionally, we have found that � in some cases
may be used to control the correctness of calculations of cavity
volume changes in the proposed numerical method.

During liquid column separation, the cavity volume at a given
cross section first expands and then contracts, resulting in a com-
plete collapse of the cavity. If, during the simulation, the volume
Vcav achieves a value equal to 0 or less, the condition for complete
disappearance is fulfilled, and starting from this moment, in that
particular cross section, calculations should be continued for the
case without liquid column separation.

The authors initially used the classic DVCM in their analyses.
This model assumes that vaporous zones arise in all computa-
tional cross sections of a pipe where static pressure drops to or
below the saturated vapor pressure pv. Figure 2 shows three ex-
amples of calculations performed using this model. A simple hy-
draulic system was chosen: an open reservoir with an infinite vol-
ume, a straight pipeline with a constant diameter, and a fast-
closing valve. The following geometry and initial conditions were
assumed: length of the pipeline L=50 m, internal diameter
D=0.25 m, initial value of flow velocity under steady-state con-
ditions Vo=2 m /s, head in the upper reservoir Ho=44.6 m and
constant during the analyzed phenomenon, and the pressure wave
speed a=1200 m /s. The numerical scheme used in these calcu-
lations consists of 33 cross sections along the pipeline axis and is
based on a diamond shaped staggered grid �28�. The water ham-
mer was caused by a sudden stepwise valve closure. To simplify
further considerations, the hydraulic resistance was neglected. The
configurations of the hydraulic systems differ in the pipe slope
angle �. In general, the computational results are not satisfactory.

Fig. 2 Calculated pressure changes „cross section at the valve… and cavity volumes „Vcav… referred to the volume of the
whole pipeline „L ·�D2 /4… obtained using the classic DVCM—calculation results for three different pipeline slopes
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The artificial “numerical” pressure peaks are clearly apparent and,
moreover, the pressure amplitudes decrease over time although
the hydraulic resistance was neglected.

Having demonstrated the disadvantages of the classic DVCM,
the authors studied the model with a single vaporous zone �single-
zone DVCM�. The original, developed by Safwat and Van Den
Polder �22�, was improved by introducing an automatic determi-
nation of the cross section where a vaporous zone is formed. This
cross section is where the earliest pressure drop to or below the
saturated vapor pressure �pv� is observed. In the other cross sec-
tions, where p� pv, the average value of volumetric flow rate is
calculated using the formula Q=0.5�Q++Q−�, with Q+ and Q−

denoting flow rates referring to the right and to the left sides of the
discontinuity zone, respectively, calculated using the fixed value
of p= pv. The results of calculations conducted for the same hy-
draulic system with the same slopes to the pipeline are presented
in Fig. 3.

In contrast to the classic DVCM, numerical pressure peaks
were not observed in the results obtained using the single-zone
DVCM. But despite neglecting the hydraulic resistance, the cal-
culation results obtained using the single-zone DVCM show an
attenuation of pressure amplitudes. As for the classic DVCM, the
intensity of attenuation is clearly dependent on the angle �. One
of the reasons for this undesirable feature is that the model leaves
out cavity volumes created in cross sections other than the one in
which the main vaporous zone is formed. Thus, the main cavity
volume and also the pressure amplitudes decrease during the fol-
lowing cycles of the repeated column separations �Fig. 3�. When
we remove the hydraulic resistance from consideration, all calcu-
lated cycles of the analyzed liquid column separation phenomenon
should be the same and should last infinitely. It may be stated that
the single-zone DVCM does not meet basic conditions following
from the mass and energy conservation laws.

To show the essence of the new proposed model, consider an
idealized, straight pipe segment filled with liquid and vapor zones
discretely distributed in two sections—k and j�k �Fig. 4�. Similar
to the single-zone DVCM, the intermediate cross sections and the
one with the main cavity volume are considered. Cross section k
in Fig. 4 is the one where the earliest drop of pressure to or below
the saturated vapor pressure �pv� is observed, so the developing
cavity is considered the main one.

In accordance with the principal assumption of the new model,
a segment with two vaporous zones may be replaced with a seg-
ment with only one vaporous zone, that is, equivalent with regard
to the mass and energy conservation laws. When pressure at a
given cross section is assumed constant and equal to pv, the mass
conservation law requires equality between the cavity volume in
the corresponding pipe segment and the sum of the cavity vol-
umes in the original pipe segment. This law also requires the wave
period along the pipe length to be preserved. In the intermediate
cross sections of the pipeline, j, two streams of liquid flowing
with velocities Vj

+ and Vj
− may be replaced with one continuous

stream flowing with the velocity Vj. The energy conservation law
requires that the sum of the kinetic and potential energies of el-
ementary liquid masses separated by a vaporous zone has to be
equal to the total energy following the reconnection of the two
separate liquid streams. Thus it might be written as follows:

dm · ��Vj
+�2/2 + gzj

+ + �Vj
−�2/2 + gzj

−�

= dm · ��Vj�2/2 + gzj
− + �Vj�2/2 + gzj

−� �7�
For simplicity, it was assumed that the mass of the vapor filling

the vaporous zone is negligible compared with the mass of liquid
filling the same volume. According to the assumptions, velocity Vj
should be calculated as follows:

Vj = �0.5��Vj
+�2 + �Vj

−�2� + g�zj
+ − zj

−� �8�

In Eq. �8� zj
+ and zj

− represent the altitudes of the centers of
cross-sectional surfaces limiting the cavity within the computa-
tional cross section j from the right and left sides, respectively.

In the case of the horizontal pipeline, the difference
�zj =zj

+−zj
− is equal to 0, whereas in general cases it can be cal-

culated from the cavity volume:

�zj = �zj
+ − zj

−� =
Vcavj

Aj
sin � j �9�

where Aj stands for the cross-sectional area.
It is important to move the cavity volumes formed in the inter-

mediate cross sections starting with those which are the most dis-
tant from the main vaporous zone located in the cross section k
and to proceed in the same way at both sides of this cross section,

Fig. 3 Calculated pressure changes „cross section at the valve… and cavity volumes „Vcav… referred to the volume of the
whole pipeline „L ·�D2 /4… obtained using the single-zone DVCM—calculation results for three different pipeline slopes
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that is, for j�k and for j�k. This means that the cavity volumes
calculated in each time step at the intermediate cross sections
most distant from k cross section are the first shifted into interme-
diate sections located by �x closer to the main vaporous zone.
This procedure is repeated until the total sum of all intermediate
cavity volumes is added to the cavity volume in the main vapor-
ous zone, cross section k.

As cavity volumes are moved from intermediate cross sections
j to the main vaporous zone, velocity Vk

− in cross section k should
be transformed into Vk

−� to preserve the total energy of the liquid
in these pipe segments �Fig. 4�. This velocity should be calculated
using the following equation:

Vk
−� = ��Vk

−�2 + 2g · �zj �10�

The velocity at the right hand side of the main vaporous zone,
at the cut-off valve, is equal to zero, Vk

+=0.
In the more general situation, with an idealized pipe segment

filled with liquid and vaporous zones discretely distributed along
its length in several sections �Fig. 3�, after shifting cavity volumes
from intermediate zones to the main vaporous zone and introduc-
ing appropriate signs for flow velocities V, Eq. �8� should be
presented as follows.

• For j�k,

Vj = sgn�0.5�Vj
+�Vj

+� + Vj
−�Vj

−�� + g	
i=1

j Vcavi

Ai
sin �i


·��0.5��Vj
+�2 + �Vj

−�2� + g	
i=1

j Vcavi

Ai
sin �i� �11�

• For j�k,

Vj = sgn�0.5�Vj
+�Vj

+� + Vj
−�Vj

−�� + g	
i=n

j Vcavi

Ai
sin �i


·��0.5��Vj
+�2 + �Vj

−�2� + g	
i=n

j Vcavi

Ai
sin �i� �12�

For the pipeline segments presented in Fig. 5, the velocities at
the left and right sides of the main vapor cavity in cross section k
should be calculated based on the following equations with sign
changes in flow velocities taken into account:

Vk
−� = sgn�Vk

−�Vk
−� + 2g	

j=1

k−1 Vcavj

Aj
sin � j


·���Vk
−�2 + 2g	

j=1

k−1 Vcavj

Aj
sin � j� �13�

Vk
+� = sgn�Vk

+�Vk
+� + 2g 	

j=k+1

n Vcavj

Aj
sin � j


·���Vk
+�2 + 2g 	

j=k+1

n Vcavj

Aj
sin � j� �14�

where j represents the index of an intermediate cross section
where the liquid column separation has occurred; k represents the
index of computational cross section where the earliest drop of
pressure to or below pv has been observed and assumed to be
location of the main vaporous zone formation; i is the index of the
subsequent intermediate cross sections where column separation

Fig. 4 The liquid flow and idealized vaporous zones in simple pipeline segments equivalent to each
other as regards the mass and energy conservation laws
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has occurred, but with distance from the k cross section not less
than the distance between j and k cross sections; and n is the total
number of computational cross sections along the pipeline length.

All the relationships presented above result from the assump-
tions that form the basis of the new model. The relationships were
incorporated into the authors’ own computer code. To perform
some preliminary tests of the new computational method, calcu-
lations for the same hydraulic configurations as those for the clas-
sic DVCM and the single-zone DVCM were conducted �Fig. 4�.
They show the correctness of the proposed model—the method
does not generate unrealistic attenuation of pressure amplitudes,
and the cavity volumes �Fig. 6� are not decreasing in any cycle, as
was the case for both the classic DVCM and the single-zone
DVCM. It is worthwhile to mention that the proposed new model,
in which the “de facto” cavity volumes that arise at many cross
sections along the pipeline are taken into account, seems to be
transparent and simple.

4 Preliminary Experimental Verification of the New
Model

The calculation method developed using all assumptions pre-
sented in this paper has been the subject of preliminary experi-
mental verification. The experiment used in this case was con-
ducted at a test rig specially prepared to investigate the water
hammer phenomenon �Fig. 7�. It was erected in the laboratory of

the IMP PAN in Gdansk, Poland. Its main component is the
L=98.11 m copper pipe with an internal diameter of
D=0.016 m and a wall thickness of e=0.001 m. The pipe is
spirally coiled on a steel cylinder with a diameter of about 1.7 m
and is rigidly mounted to the steel cylinder coating in order to
minimize vibration. The inclination angle of the pipe ��� is not
larger than 0.5 deg. A fast-closing ball valve is installed at one end
of the pipe. The special spring drive of this valve enables an
almost stepwise complete flow cutoff. This has been confirmed by
the records of valve closure with a duration not exceeding 0.003 s,
about 1% of the pressure wave propagation period in this pipe.

The test rig is equipped with four absolute pressure semicon-
ductor transducers, mounted every L /4 section along the pipeline.
The measuring range of these transducers is 0–4 MPa with a
transmitted frequency band of 0–2 kHz and a precision class of
0.2%. The transmitted frequency band of the transducers,
0–2 kHz, indicates that the rise time of the output signal for up to
4 MPa stepwise change in pressure �measuring range� is shorter
than 0.0005 s �1/2000 Hz�. This time is shorter than about 0.17%
of the pressure wave period �4L /a�0.3 s� or, in other words, the
transmitted frequency band for each transducer is at least 600
times wider than the pressure wave frequency equal to about
3.3 Hz �a / �4L��. A turbine flowmeter with the range of 1.5 m3 /h
��4.2�10−4 m3 /s� and a precision class of 1% is used for the
indirect measurement of flow velocity in the pipeline.

Fig. 5 Schematic diagram of the new DVCM for general case
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Before starting the experiments, the hydraulic system was filled
with water and left for a few days to remove as much undissolved
air from the liquid as possible to minimize the influence of undis-
solved air bubbles. Naturally, such an operation did not assure

removing air released under low pressure conditions occurring
during the liquid column separation phenomenon, that is, gas
cavitation.

The experimental test consisted of several runs of unsteady

Fig. 6 Calculated pressure changes „cross section at the valve… and cavity volumes „Vcav… referred to the volume of the
whole pipeline „L ·�D2 /4… obtained using the new DVCM—calculation results for three different pipeline slopes

Fig. 7 Layout of the test stand
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flow after sudden valve closure. Water hammer with or without
accompanying water column separation was generated depending
on the initial flow conditions: velocity Vo �Reo� and free water
surface level Ho in the high-pressure reservoir. Because of the
limited value of Ho, the test stand was enabled to generate water
hammer without column separation phenomenon at the initial con-
ditions of Reynolds numbers up to Reo�16,000. The kinematic
viscosity coefficient of �=9.493�10−7 m2 /s was determined for
the water temperature of about 22.6°C, kept during tests.

Figure 8 presents a selected sample of pressure variations mea-
sured for the case of water hammer with column separation where
Ho=42.3 m and Vo=1.82 m /s �Reo�30,600�. This pressure is
the absolute pressure head referred to the floor of the laboratory
hall taken as the reference level. After the first pressure peak,
caused by a stepwise flow cutoff, the pressure measured at the
valve falls to the critical value close to the saturated vapor pres-
sure and remains at this level for a time period longer than the
pressure wave period duration. For all this time, the vapor zone
occurs and when it collapses, an instant pressure increment of
high value appears. Such a pressure pulse repeats cyclically with
decreasing amplitude and increasing frequency. These pressure
changes are accompanied by intensive acoustic effects resembling
a knocking noise. After some time the pressure peaks are trans-
formed into oscillatory changes typical for water hammer without
water column separation. It is worthwhile to mention that the high
frequency pressure spikes superimposed on the water hammer-
originated pressure changes are the effect of the dynamic interac-
tion between fluid and the pipeline structure. The fluid-structure
interaction phenomenon is the subject of much research, but it is
neglected in this contribution.

For further analysis, the pressure wave speed a was calculated
from the data recorded. For each investigated run, the value of the
wave period, 4L /a, was determined based on 20 pressure oscilla-
tions, and the calculated pressure wave speed based on selected
test runs was equal to a=1280 m /s. This value is very close,
within 1.5%, to the theoretical value of a determined from the
following formula �37�:

a =� El

	�1 +
El

E

D

e
c1
 = 1298.4 m/s �15�

In Eq. �15� coefficient c1 was calculated as for the pipeline
anchored against longitudinal movement c1=1−
2, where

=0.35 for copper, El=2100 MPa for water, and E=120 GPa for
copper.

Figures 9 and 10 show comparisons between the measured
pressure courses and the results of calculations obtained using all
three DVCMs, the classic, the single-zone, and the new DVCM
described here. The calculations were conducted for two different
cases of friction modeling.

• Quasisteady friction based on the Hagen–Poiseuille law and
the Colebrook–White formula, shown in Fig. 9.

• Unsteady friction based on the Vardy and Brown friction
model �29�, shown in Fig. 10.

The results of these calculations confirm all the features of the
discrete-vapor-cavity models discussed in this paper. The pressure
courses calculated using the classic DVCM show numerous nu-
merical peaks. In spite of numerical instabilities the new model
that uses the quasisteady friction shown in Fig. 9 yields results
close to experimental values for a few initial pressure peaks. For
further pressure head oscillations, free of water column separation
in this particular case, the two compared courses differ signifi-
cantly concerning pressure wave amplitude attenuation; the mea-
sured pressure course is characterized by much more intense pres-
sure amplitude damping than the calculated values. However, the
same model applied with the Vardy and Brown unsteady friction
model �29� in Fig. 10 gives results far more different from the
experimental data. In this case, the calculated course shows com-
pletely contradistinctive pressure traces at the beginning of the
analyzed run.

Although the single-zone DVCM does not generate numerical
pressure peaks, as far as the initial pressure amplitudes are con-
cerned, there is unexpectedly good conformity between the mea-
sured pressure courses and those calculated based on the quasi-
steady friction model. Further calculated oscillations are
characterized by less effective pressure amplitude damping than in
the experimental pressure course. In a cursory analysis these re-
sults can be interpreted as an advantage of the classic and the
single-zone DVCMs, but the good agreement between the mea-
surements and calculations for these models is a consequence of
uncontrolled dissipation generated by the models themselves. This
is evidently the result of nonconformity with the energy and mass
conservation laws, as was shown for the frictionless cases in Figs.
2 and 3.

When we consider the unsteady friction model in Fig. 10, the
damping effect for the single-zone DVCM model has a com-
pletely different nature. The amplitude attenuation is much closer
to that shown by the experimental course, but the initial pressure
peaks in these two courses differ from each other significantly.

The new DVCM applied with quasisteady friction does not
show such good conformity with experimental data as the two
models discussed previously. But this is consistent with expecta-
tions: numerous investigations, including those performed by the
authors �33,34�, confirm that the quasisteady hypothesis is a
source of disparity between measured and calculated pressure
courses for cases of a simple water hammer without liquid column
separation. Logically, this disadvantage would also be expected to
exist in the case of water hammer with liquid column separation.
The results obtained using the new DVCM with the quasisteady
friction assumption lead to this conclusion. In general, we can
observe differences between compared pressure courses through-

Fig. 8 Pressure changes measured at the valve and at the cross section located in the middle of the
pipe
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out the whole time period. In this case, calculated pressure oscil-
lations cease to decay after about 5 s while keeping constant pres-
sure oscillation amplitude. The situation is completely different in
the case of calculations conducted with the unsteady friction
model, where there is very good agreement between the compared
measured and calculated courses. This conformity exists for both
pressure amplitudes at the beginning of the course when the liquid
column separation phenomenon plays a dominant role and for
further pressure oscillations without vapor cavities arising inside
the pipe when the amplitude damping effect together with preser-
vation of the frequency is of the highest significance.

5 Conclusions
A calculation method used to predict water hammer with liquid

column separation was developed and presented in this paper. The

method is based on the new DVCM that assumes vaporous zones
at computational cross sections of the pipeline. The proposed new
model shows significant advantages compared with similar mod-
els known from the literature. Based on calculations conducted for
cases with neglected hydraulic resistance, it was proved that the
proposed method eliminates substantial disadvantages of the
methods most commonly used in engineering practice. Moreover,
the proposed new model is of similar simplicity, a distinct advan-
tage of this new approach.

Based on data gathered experimentally, a preliminary verifica-
tion of the new model was conducted. Cursory analysis of com-
parison between the pressure courses measured and calculated us-
ing the classic DVCM and the single-zone DVCM, with
quasisteady friction modeling, shows that these methods give ac-
ceptable results predicting water hammer with column separation,

Fig. 9 Comparison of measured and calculated pressure surges at the valve and in the middle of the pipeline
obtained using different DVCMs and the quasisteady friction model—the test run with Reo·30,600
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and especially the pressure peaks at the beginning of the analyzed
course. After careful analysis it became clear that this good agree-
ment resulted mainly from an unrealistic energy dissipation, in-
corporated in an implicit and uncontrolled way into these two
models. In particular, calculations made for the frictionless cases
clearly prove that both the standard models are incorrect methods
for describing a liquid column separation during hydraulic tran-
sients in pipelines because they do not satisfy energy and mass
conservation laws. The proposed new model is free of this disad-
vantage and therefore it tends to underpredict dissipation when
quasisteady friction is used in calculations. This stands in agree-
ment with prior research and theoretical considerations that have
already demonstrated. The quasisteady hypothesis for describing

friction losses is one of the basic causes of significant differences
between measurements and calculations. Making use of the un-
steady friction modeling verifies the new DVCM and tested cal-
culation method. The other models, the classic and the single-zone
DVCMs combined with the unsteady friction model, overpredict
pressure wave damping significantly. This is also a direct result of
the unrealistic energy dissipation characteristic for these two mod-
els.

With the positive results of experimental verification of the new
DVCM, the correctness of the results obtained for frictionless
case, and the simplicity of the method, the possibility exists to
incorporate this model into commercial codes used for simulation
of water hammer with column separation phenomenon.

Fig. 10 Comparison of measured and calculated pressure surges at the valve and in the middle of the pipeline
obtained using different DVCMs and the unsteady friction model—the test run with Reo·30,600
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Nomenclature
a � pressure wave speed �m/s�
A � area �m2�
D � internal diameter of a pipeline �m�
e � thickness of pipe walls
E � Young’s modulus �modulus of elasticity� �Pa�
El � bulk modulus of liquid �Pa�
g � acceleration of gravity �m /s2�
H � absolute pressure head �m�
J � head loss per pipe length unit
L � pipe length �m�
m � total number of computational cross sections of

a pipeline
p � pressure �Pa�
Q � volumetric flow rate �m3 /s�
t � time �s�

V � average flow velocity in a pipe �m/s�
Vcav � volume filled with vapor �cavity volume� �m3�

x � distance along pipe axis �m�
z � vertical coordinate of pipe cross section loca-

tion �m�
�t � time step �s�
� � slope angle of pipe axis �deg�
	 � liquid density �kg /m3�

 � Poisson ratio
� � weighting coefficient

Indices Concern
bar � atmospheric pressure
cav � cavity head

internal � intermediate cross sections for straight pipe
ended with quick-closing valve

j ,k , i � numbers of computational cross sections of
pipe

j�k, j�k � intermediate cross sections with existing cavity
volumes

o � initial value
v � vaporization of liquid

valve � cut-off valve
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Experimental Study of Liquid
Slosh Dynamics in a
Partially-Filled Tank
This article reports on an experimental study conducted to investigate slosh forces and
moments caused by fluid slosh within a partly-filled tank subjected to lateral and longi-
tudinal excitations applied independently. The experiments were performed on a scale
model cleanbore and a baffled tank with laterally placed single- and multiple-orifice
baffles. The experiments were conducted for three different fill volumes and different types
of excitations: continuous harmonic and single-cycle sinusoidal excitations of different
amplitudes and discrete frequencies. The dynamic forces and moments caused by fluid
slosh with the baffled and cleanbore tank configurations were measured for different fill
volumes and excitations using three-axis dynamometers. It is shown that the resulting
forces and moments comprise many spectral components that can be associated with the
excitation, resonance, and vibration and beat frequencies. Modulation of excitation fre-
quency with the resonant frequency was also evident for all fill conditions and tank
configurations when the two were in close proximity. The results also showed that the
peak amplifications of forces and moments occur in the vicinity of the resonant frequency.
At higher frequencies, the peak magnitudes of the forces, however, reduced significantly
to values lower than the inertial forces developed by an equivalent rigid mass. At a given
excitation condition, the slosh force amplitude increased with a decrease in the fill vol-
ume. It was also observed that the presence of baffles has negligible effect on the lateral
slosh force and the corresponding resonant frequency. However, it caused a significant
increase in the longitudinal mode resonant frequency. The baffles greatly reduced the
amplifications in longitudinal force and pitch moment under longitudinal acceleration
excitations. �DOI: 10.1115/1.3059585�

Keywords: liquid slosh, slosh frequency, slosh force, slosh moment, fluid-structure
interaction, baffled tank

1 Introduction
Slosh dynamics is an important area that is associated with the

stability of liquid-transporting vehicles. Slosh could be induced
within a partly-filled container when subject to external distur-
bances, such as variable acceleration field during a vehicle ma-
neuver. Large-amplitude slosh may significantly reduce the stabil-
ity limits of a partly-filled tank vehicle �1�. The study of slosh
dynamics is thus quite critical in many engineering applications
from the safety aspect that is associated with the liquid cargo
transportation by road trucks, trains, and ships �1–3�, as well as
the flight of rockets, aircrafts, and other vehicles that are equipped
with large liquid fuel tanks �4�. The large-size ground-based liquid
storage facilities may also be at risk of damage due to violent
liquid slosh inside the containers during an earthquake �5�.

The forces resulting from the slosh are dependent on the fill
level, tank geometry, and excitation amplitude, which are known
to directly influence the stability of vehicles �1,6�. Tank trucks
involved in general-purpose transportation of bulk liquids may
encounter partial fill conditions due to local regulations on the
axle loads and variations in the product weight density. The dy-
namic slosh forces inside moving road tank vehicles arising from
either lateral or longitudinal acceleration fields or a combination
of the two during a steering and/or braking maneuver have been
mostly evaluated using quasistatic fluid flow �7–9�. A few studies

have investigated the transient slosh response within rectangular
and circular containers �2,6,10,11�. These studies concluded that
the magnitudes of transient slosh forces and moments are signifi-
cantly larger than those derived from the steady-state or quasi-
static analysis. The amplification factor of forces and moments,
defined as the ratio of the peak dynamic forces and moments to
the corresponding steady-state values, could reach as large as 2
under a steady-turning maneuver. It was further shown that the
peak transient force and moment amplification factors occur in the
vicinity of the medium fill level �ratio of fill depth to the charac-
teristic length� for the rectangular container but at relatively
smaller fill level for the circular tanks �2�.

Strandberg �1� experimentally studied liquid slosh in different
scale model tanks to determine the overturning tendencies of vari-
ous tank vehicles under steady cornering and transient lane-
change maneuvers. The results showed that the overturning limit
of a 50%-filled elliptic tank vehicle could be half of that of the
completely-filled vehicle. Yan et al. �6� numerically studied the
effect of transient lateral slosh on rollover threshold of a partly-
filled tractor-tank-semitrailer under steady-turning maneuvers and
concluded that the rollover threshold under transient slosh forces
and moments was 20% lower than that predicted using the steady-
state slosh forces.

The natural frequency of slosh is a parameter of prime consid-
eration in the design stage of liquid containers because the coin-
cidence of the excitation frequency with the natural frequency
could yield large-amplitude slosh, and thus the forces and mo-
ments �12�. The frequency of liquid slosh has been investigated
for the containers of various common shapes, such as rectangular
�13–15�, circular �4,16–20�, spherical �16–18�, and elliptical �21�.
It is known that the slosh natural frequency depends on fill depth,
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tank geometry, and the excitation amplitude �4,12,16–20,22�. For
the tanks of common shapes, the slosh natural frequencies have
been derived from the linear flow field equations based on hydro-
dynamic potential theory �16,17�, and solutions of the wave equa-
tion �23� or the Navier–Stokes equations �24�.

Budiansky �16� analytically studied the natural modes and fre-
quencies of small-amplitude liquid slosh within horizontal cylin-
drical and spherical tanks in the roll plane and concluded that the
fundamental frequency increases in a monotonic manner as the
liquid fill ratio �i.e., the ratio of fill depth to radius� increases. This
trend, however, was not observed in frequencies corresponding to
the second and third modes. Mciver �17� also presented similar
results for these two tanks. Kobayashi et al. �19� predicted the
longitudinal mode natural frequency of slosh in horizontal circular
tanks and showed that the longitudinal natural frequencies corre-
sponding to the first three modes increase with the fill depth.
Romero et al. �21� analyzed the natural frequencies in tanks of
complex cross-sectional geometries using the wave equation and
concluded that the lateral mode slosh frequencies in circular tanks
are higher than those in elliptical tanks. Cho et al. �15� used linear
potential theory and finite element approach to investigate the
two-dimensional �2D� resonant slosh response in a rectangular
tank with longitudinal baffles subject to lateral harmonic excita-
tion.

The slosh frequencies for rectangular and circular tanks have
been analyzed in a number of studies �13–20�. However, only
limited efforts have been made to evaluate slosh frequencies and
forces arising from dynamic slosh within baffled tanks of different
geometries used in freight vehicles �1,2,25,26�. Strandberg �1� re-
ported that the addition of three longitudinal baffles could yield
significant increase �by 163%� in the overturning limit for a 50%-
filled elliptical tank vehicle. Longitudinal baffles in large-size
highway tanks, however, add considerable weight and may pose
hindrance while cleaning the tanks. Lloyd et al. �25� performed
measurements of the slosh damping effect of different baffles in a
scaled circular tank and concluded that a perforated baffle could
yield most effective slosh damping compared with the solid
dished, oblique, spiral, and round baffles. Another experimental
study of free slosh in a baffled rectangular cross-sectional tank
showed that the size and location of lateral baffles significantly
influence the hydrodynamic damping �26�.

The fluid slosh phenomenon has also been investigated using
various analytical �e.g., Refs. �16,27,28�� and numerical �e.g.,
Refs. �2,6,10,29�� techniques. These methodologies have been
thoroughly reviewed by Ibrahim et al. �30�. The majority of pre-
viously reported studies, irrespective of the methods used, have
mostly analyzed 2D slosh. A partly-filled road tanker, however,
exhibits 3D slosh caused by simultaneous application of braking
and steering maneuvers. Although only a few studies have inves-
tigated 3D fluid slosh �10,11�, the validity of the analyses has not
been adequately demonstrated. When the excitation is in the
neighborhood of the resonant frequency, the swirling motion may
be induced and superimposed on the normal slosh motion caused
by either a lateral or a longitudinal acceleration field �4�. Abram-
son et al. �4� also mentioned the possible beating phenomenon in
fluid oscillations that may add further complexities in dynamic
slosh forces and moments. Miles �27� studied free oscillations of
different liquid slosh modes and reported that modulations in am-
plitude and phase may occur due to coupled modes.

The majority of experimental investigations of fluid slosh have
been conducted using very small-size model tanks. Moreover,
some of the studies were limited to measurements of hydrody-
namic pressure at given points or only one component of the slosh
forces �19,31�. However, the stability of a road tank vehicle is
strongly dependent on all the components of the resultant slosh
forces and moments. In the present study, the 3D fluid slosh is
experimentally investigated in a relatively large-size laboratory
test tank with and without baffles. The measured data are analyzed
to evaluate the fundamental slosh frequencies and dynamic slosh

forces and moments under different types and amplitudes of lat-
eral and longitudinal acceleration fields. The conditions of beating
phenomenon and swirling motion of the free surface together with
magnitudes of slosh forces developed and the influencing factors
are discussed.

2 Experimental Method

2.1 Experimental Setup. The experiments were conducted
using a scale model tank of cross section, similar to the “Reuleaux
triangle” with variable arc widths, as shown in Fig. 1�a�. The tank
cross section was realized on the basis of the optimal tank geom-
etry proposed by Kang et al. �32� with the goal of suppressing
liquid slosh in the roll plane. The test tank was designed with a
total length of 1.85 m, a cross-sectional area of 0.426 m2, and a
volume capacity of 760 l, which is considerably larger than those
employed in the earlier studies �1,4,19,21�. The transverse width
of the tank was approximately 1/3 of a typical road vehicle tank.
The tank was made of 12.7 mm thick transparent Plexiglas mate-
rial to facilitate flow visualization. The design consisted of three
modular sections of equal length such that two baffles could be
conveniently inserted between the flanges of the modular sections
�see Fig. 1�a��. Two different baffle designs were considered: �i�
single-orifice baffle �245.5 mm diameter orifice� and �ii� multiple-
orifice baffle with a 101.6 mm diameter orifice at the geometric
center and 34 smaller orifices �38.1 mm diameter with centers
located 177.8 mm, 241.3 mm, and 368.3 mm from the geometric
center�, as shown in Fig. 1�b�. The porosity of the two baffles was
approximately 11% of the entire cross-sectional area. The selec-
tion of baffle porosity was based on the Code of Federal Regula-
tions �CFR� �33�, which recommends porosity of less than 20%.
The baffles were made of 6.35 mm thick transparent rigid polyvi-
nyl chloride �PVC�. The experiments were conducted using clean-
bore �without baffles� and baffled tanks. For simplicity, hereinaf-
ter, the cleanbore tank is denoted as “T0,” while those with single-
orifice and multiple-orifice baffles are denoted as “T1” and “T2,”
respectively.

The tank �with or without baffles� was mounted on an alumi-
num plate that was fixed on a horizontal shake table through three
three-axis force dynamometers to measure dynamic forces devel-
oped along the longitudinal �X�, lateral �Y�, and vertical �Z� axes.
The three dynamometers were installed in a triangular manner, as
shown in Fig. 2. Two of the dynamometers �D2 and D3� were
mounted in the rear end of the plate, while a single dynamometer
�D1� was placed along the longitudinal axis �X� near the leading
edge of the plate. The forces acquired by the dynamometers could
be manipulated to compute roll, pitch, and yaw moments. The
shake table, connected to a 40 cm stroke hydraulic actuator, was
placed on a granite slip table. The motion of the slip table was
constrained by a pair of guides on the sides of the table. During
the experiments, the surface of the slip table was fully covered
with oil to achieve smooth motion of the shake table with minimal
friction. The oil film was maintained on the table surface through
an oil circulation system. The hydraulic actuator was controlled
by a servo controller �MTS 407�. The tank with its support struc-
ture could be mounted either along or normal to the actuator axis
in order to realize either longitudinal or lateral excitation to the
tank. Water was used as the test liquid within the tank and a food
dye was added to visualize the flow.

2.2 Test Conditions. The experiments were designed to mea-
sure three components of the dynamic force arising from the liq-
uid slosh within the test tank with or without baffles. The test
matrix included three fill volumes �30%, 50%, and 70% of the
tank volume� and various amplitudes and frequencies of accelera-
tion excitation. The fill depth corresponding to each fill volume
was computed from the tank geometry and summarized in Table
1, while the test matrix used is illustrated in Table 2. For the
single-orifice baffle configuration �T1�, the 30% fill volume was

071303-2 / Vol. 131, JULY 2009 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.158. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



excluded from the test matrix due to entrapment of the fluid
within segments of the tank between the baffles. This was attrib-
uted to the absence of equalizers in the baffles used.

The experiments were performed under different amplitudes
�0.5 m /s2, 1 m /s2, 2 m /s2, and 3 m /s2� of harmonic accelera-
tion excitations at various discrete frequencies in 0.5–3 Hz range
in order to study the dependency of slosh on the excitation fre-
quency and amplitude. The ranges of excitation frequencies were
selected on the basis of expected fundamental slosh frequencies,
which were estimated using the methodology presented by
Romero et al. �21�. The higher acceleration amplitudes at lower
frequencies, however, were not attempted in order to limit the
peak displacement of the tank assembly within the safe limits of
the actuator stroke, as evident in Table 2. The longitudinal exci-
tations were synthesized to yield three different amplitudes of
acceleration �0.25 m /s2, 0.5 m /s2, and 1 m /s2� in the frequency
range of 0.25–1.5 Hz, as summarized in Table 2. Considering
different longitudinal mode resonant frequencies for different tank
configurations, T0 tank was subject to excitations in 0.25–1 Hz
frequency range, while T1 and T2 tanks were subject to excita-
tions in 0.5–1.5 Hz range.

Fig. 1 Schematic of „a… test tank „all dimensions are in millimeters… and „b… single-orifice „T1… and multiple-orifice „T2… baffles

Fig. 2 Schematic of the tank illustrating local and global coor-
dinate systems and locations of the three dynamometers „D1,
D2, and D3…

Table 1 Test matrix including tank configurations and types of the lateral „Y… and longitudinal
„X… excitations

Tank configuration

Percent fill volume �fill depth�
�cm� Type and direction of excitation

30% �17.96� 50% �29.39� 70% �41.79� Harmonic �continuous� Single cycle

T0 �unbaffled� � � � Y ,X Y
T1 �single-orifice baffle� – � � Y ,X Y
T2 �multiple-orifice baffle� � � � Y ,X Y
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Apart from the harmonic excitations, a single-cycle sinusoidal
acceleration excitation was synthesized to study the transient lat-
eral slosh behavior. It has been suggested that the centrifugal ac-
celeration encountered during a path change can be approximated
by a single-sinusoid �34�. Figure 3 shows the time history of the
single-sinusoidal lateral acceleration and its corresponding dis-
placement signal at 1 Hz and 1.5 Hz.

2.3 Test and Data Analysis Methodology. Two series of
measurements were conducted under lateral excitations involving
steady-state and transient slosh responses to harmonic and single-
sinusoidal excitations, respectively. The measurements were ini-
tially performed with the empty tank structure with and without
baffles, and the resulting forces along the three orthogonal axes
were acquired and applied for the inertial correction of the total
forces measured due to fluid and the tank. The dynamic responses
of the tank and structure alone were measured for each excitation,
which revealed a constant mass of the assembly, approximately
equal to 347 kg.

For each fill condition and configuration, the tank was filled to
the desired liquid fill level and the slip table was positioned in its
midstroke. For each harmonic excitation, the data acquisition was
initiated when steady-state motion of the free surface was ob-
served. The data were acquired for a long duration �40 s� in order
to capture the low frequency swirling slosh behavior observed for
excitations in the vicinity of the fundamental slosh frequency.
Under single-cycle sinusoidal excitations, the data acquisition was
started prior to the initiation of the excitation in order to track the
starting instant of the tank motion and to acquire the transient
slosh response.

The data acquired by the three dynamometers were analyzed to
determine the resultant slosh forces and moments. The measured
forces for each excitation frequency revealed the presence of a 13
Hz component in both lateral and longitudinal directions, which
was attributed to the natural frequency of the fixture comprising

the slip table, the actuator, and the tank structure. This frequency
was judged to be sufficiently high compared with the highest ex-
citation frequency of interest �3 Hz�. The acquired data were low
pass filtered using an eighth order Butterworth digital low-pass
filter with the cutoff frequency of 6 Hz. The filtered data showed
variations in the amplitudes of different cycles of oscillations. The
steady-state amplitudes were thus calculated using a confidence
treatment to reduce the uncertainty. The steady-state signal over a
period of 20 s was extracted and the peak amplitude was identified
over the 96% confidence interval. The peak slosh forces devel-
oped under single-cycle sinusoidal inputs were taken directly from
the filtered signal.

For the excitations along the lateral direction, the resultant slosh
forces developed along the three axes were computed by the sum-
mation of force components measured from the three dynamom-
eters, such that

FX�t� = �
i=1

3

Fxi
f �t�, FZ�t� = �

i=1

3

Fzi
f �t�

FY�t� = �
i=1

3

Fyi
f �t� − me · aY�t�, i = 1,2,3 �1�

where FX, FY, and FZ are resultant dynamic forces due to sloshing
fluid; Fxi, Fyi, and Fzi are three force components measured by the
ith dynamometer; and i=1, 2, and 3 refer to front, rear-left, and
rear-right dynamometers, as illustrated in Fig. 2. The superscript f
represents the case of liquid filled tank, me is the mass of rigid
structure including the empty tank and its mounting plate identi-
fied from the empty tank tests, and aY is the lateral excitation
acceleration. The subscripts X, Y, and Z indicate the global coor-
dinate system of the tank with origin “O” located at the geometric
center of the tank projected at its base �Fig. 2�, while x, y, and z
represent the local coordinate system of dynamometers. It should
be noted that each dynamometer was zeroed prior to each experi-
ment. The measured lateral slosh force due to fluid and the tank
structure was corrected by subtracting the contribution from the
rigid structure, including the platform and empty tank. The mag-
nitude of the inertial force component measured in the X direction
was found to be significantly small. In the vertical �Z� direction
the inertial force equaled the fluid and structure weight, which
was zeroed prior to measurements. The inertial force correction in
X and Z directions was thus not attempted.

The roll �MX�, pitch �MY�, and yaw �MZ� moments due to fluid
slosh were computed from the measured force components in the
following manner:

Table 2 Test matrix illustrating frequencies and amplitudes of continuous lateral and longitudinal excitations

AY
�m /s2�

Lateral acceleration excitation frequency
�Hz�

0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.5 2 2.5 3

0.5 � � � � � � � � � � � � �
1 � � � � � � � � � � � � �
2 � � � � � � � � � � �
3 � � � � � � � � �

AX
�m /s2�

Longitudinal acceleration excitation frequency
�Hz�

0.25 0.3 0.36 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

0.25 � � � � � � � � � � � � � � � � � �
0.5 � � � � � � � � � � � � � � � �
1 � � � � � � � � � � � � �

Fig. 3 The lateral single-cycle sinusoidal acceleration func-
tions and the corresponding displacement at frequencies: solid
line, 1 Hz and dash-dotted line, 1.5 Hz
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MX�t� = �W

2
NY�K − hFY, MY�t� =

L

2
NX + hFX

MZ�t� =
L

2
�Fy1 − Fy2 − Fy3� +

W

2
�Fx2

f − Fx3
f � �2�

where L is the longitudinal distance between the front dynamom-
eter and the lateral axis passing through the center of each rear
dynamometer, W is the lateral distance between the two rear dy-
namometers, h is the height of the origin O from the top surface of
the dynamometers, and K is a calibration factor for the resultant
roll moment that was determined through calibration performed
with the empty tank. This calibration factor was used to account
for the spacing of individual force sensors within each dynamom-
eter. In the case of an empty tank, the roll moment could be
calculated using two methods: �i� inertia force along the lateral
axis and the center of gravity �cg� height of the tank structure and
�ii� from the vertical forces measured by the dynamometers D2
and D3. The resulting difference was used to obtain the value of
the calibration factor K �K=1.37�. In the above equations, NY and
NX are the lateral and longitudinal slosh load shifts, respectively,
determined from

NY�t� = �Fz3
f − Fz2

f � − NY
e and NX�t� = �Fz2

f + Fz3
f � − Fz1

f �3�

where NY
e is the lateral load shift for the empty tank and structure,

which was calculated from the lateral force, the cg height of the
tank structure, and the lateral spacing between the dynamometers
D2 and D3.

Under longitudinal excitations �aX�, the resultant slosh forces
are derived in a similar manner, where the inertial force correction
is applied only in the longitudinal direction, such that

FX�t� = �
i=1

3

Fxi
f �t� − me · aX�t�, FY�t� = �

i=1

3

Fyi
f �t�

FZ�t� = �
i=1

3

Fzi
f �t�, i = 1,2,3 �4�

The moments due to fluid slosh are derived from Eq. �2�, where
the lateral and longitudinal load shifts are computed in the follow-
ing manner:

NY�t� = Fz3
f − Fz2

f and NX�t� = �Fz2
f + Fz3

f − Fz1
f � − NX

e �5�

where NX
e is the longitudinal load shift for the empty tank and

structure, which was derived in a manner similar to that of NY
e .

The dynamic responses of the partly-filled tank to excitations in
the lateral and longitudinal directions were assessed in terms of
the resultant normalized slosh forces and moments. Under a lat-
eral acceleration excitation, the resultant lateral force FY is nor-
malized with respect to that developed by an equivalent rigid load,
such that

MFy =
FY

mlAY
�6�

where ml is the liquid mass, AY is the amplitude of lateral excita-
tion, and MFy is the normalized lateral slosh force that has been

termed as an amplification factor of lateral slosh force �11�.
The resultant forces developed along the X and Z directions

were normalized with respect to the weight of the liquid alone:

MFx =
FX

mlg
, MFz =

FZ

mlg
�7�

The roll, pitch, and yaw moments were normalized by the roll
moment developed by the equivalent rigid “frozen” liquid:

MMi =
Mi

mlAYh0
�i = x,y,z� �8�

where h0 is the cg height of the “frozen liquid.”
The amplification factors in slosh forces and moments under

longitudinal excitations were defined in a similar manner by con-
sidering longitudinal acceleration amplitudes.

The free oscillations of the water surface were used to investi-
gate the natural frequencies of the fluid slosh. For this purpose,
the signals from the dynamometers were acquired after the accel-
eration excitation was stopped. The data revealed slowly decaying
magnitudes of slosh forces occurring near the fundamental slosh
frequencies. The fundamental natural frequencies of fluid slosh in
the lateral and longitudinal directions were computed from the
frequency spectra of the forces measured under the free oscilla-
tions. The spectra invariably revealed a single dominant peak, and
the corresponding frequency was considered as the fundamental
slosh natural frequency.

3 Results and Discussions

3.1 Slosh Frequencies. Table 3 shows the fundamental natu-
ral frequencies obtained from the frequency spectra of measured
forces in both lateral and longitudinal directions for the cleanbore
tank �T0� for three fill volumes. The results show that the slosh
frequency increases with the fill volume. This trend is consistent
with those reported by Budiansky �16�, Lamb �13�, and Kobayashi
et al. �19� for cylindrical and rectangular tanks. The fundamental
frequencies corresponding to different fill levels of the same tank
dimensions were also computed using the analytical method pre-
sented by Romero et al. �21�. The slosh natural frequency �f� was
derived from the wave speed c and wavelength � �f =c /��. For
ideal and incompressible fluids with small rotational motions and
sufficiently large wavelengths, the speed of surface wave is a
function of the wavelength, fill depth h, and acceleration due to
gravity g, such that

c = � g�

2�
tanh�2�h

�
��0.5

�9�

The wavelength of the nth mode can be determined from the free
surface length Lh, such that �=2Lh /n. The fundamental slosh fre-
quencies estimated from the wave speed and wavelength for three
fill depths are compared with the measured frequencies in Table 3,
which shows reasonably good agreements between the measured
and computed frequencies for both directions and three fill levels.
The measured frequencies, however, tend to be slightly higher
than the calculated ones for the lateral mode at the higher fill
volume. The maximum difference in measured and computed fre-
quencies for both lateral and longitudinal modes was observed to

Table 3 Comparisons of the measured and computed natural frequencies of lateral and lon-
gitudinal fluid slosh in the cleanbore tank „T0… for different fill volumes

Fill
�%�

Lateral Longitudinal

Measured Computed % Difference Measured Computed % Difference

30 0.813 0.796 2.14 0.344 0.357 �3.64
50 1.000 0.955 4.71 0.453 0.445 1.80
70 1.125 1.075 4.65 0.531 0.512 3.71
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be less than 5%.
Table 4 compares the longitudinal mode natural frequencies of

the baffled and unbaffled tanks and summarizes the percent in-
crease in the frequency due to transverse baffles. The results show
that the addition of baffles yields significantly higher natural fre-
quencies, irrespective of the fill volume. The spectral analysis of
the longitudinal slosh force showed identical longitudinal mode
natural frequency for the two baffled tanks �T1 and T2� under
50% and 70% fill volumes. This suggests that both types of baffles
yield identical gains in the longitudinal mode natural frequencies.
The results also show that the natural frequency increases with the
fill level, as observed for the cleanbore tank �T0�. The measured
data further revealed that baffles do not affect the lateral mode
natural frequency.

The frequency spectra of the slosh forces also revealed a num-
ber of important spectral components, as evident from the power
spectral density �PSD� of the forces shown in Fig. 4. The figure
shows the PSD of slosh forces ��Fi ; i=x ,y ,z� measured for the
50%-filled baffled and unbaffled tanks subject to 1 m /s2 lateral
excitation at 0.7 Hz. The results for the baffled T1 tank are similar

to those of T2 tank, and thus not presented in this figure. The tank
configurations T0 and T2 revealed similar magnitudes of the spec-
tral energy of lateral and vertical slosh forces, while considerable
differences could be seen for the longitudinal force responses.
Two predominant peaks near the excitation frequency �fe

�0.7 Hz� and the lateral mode fundamental frequency �fn,y

�1 Hz� are observed in the spectrum of the lateral force �see Fig.
4�a��. The spectrum of the longitudinal force �Fig. 4�b�� shows
prominent peaks near the excitation �fe�, longitudinal mode reso-
nance �fn,x�0.45 Hz�, and the lateral mode resonance �fn,y

�1 Hz� frequencies. The longitudinal mode resonance of the
baffled T2 tank is approximately 1.1 Hz, close to the lateral mode
resonance. The low magnitude high frequency peaks observed in
the spectra may be related to higher slosh modes and structural
modes.

The spectrum of the vertical force �Fig. 4�c�� also shows several
prominent peaks. The peak near the low frequency of 0.3 Hz
corresponds to the beat frequency �fb�, which is equal to the dif-
ference between the fundamental mode resonance frequency �fn,y�
and the excitation frequency �fe�. The presence of a possible beat
frequency was also stated by Abramson et al. �4�. The spectral
energy of the peak at the beat frequency, however, is relatively
small compared with other peaks under higher excitation ampli-
tudes. The peak corresponding to the beat frequency is not evident
in the spectrum of the lateral force. This is due to the fact that the
beating is reflected less apparently in the lateral force than in the
vertical force. This is also evident in the time histories of lateral
and vertical forces, as shown in Fig. 5. The vertical force spec-
trum also shows peaks at the excitation �fe� and resonance �fn,y�
frequencies, and in 1–2 Hz range, which correspond to twice the

Table 4 Fundamental longitudinal mode natural frequencies
of the baffled and unbaffled tanks under different fill volumes

Fill
�%� Unbaffled �T0� Baffled �T2� % Frequency increase

30 0.344 0.938 173
50 0.453 1.078 138
70 0.531 1.141 115

Fig. 4 Frequency spectra of slosh force components for 50%-filled un-
baffled „T0… and baffled „T2… tanks subject to 1 m/s2 lateral acceleration
excitation at 0.7 Hz: „a… lateral force, „b… longitudinal force, and „c… vertical
force
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excitation and lateral mode frequencies. The largest peak in this
range occurs at twice the excitation frequency ��1.4 Hz�, suggest-
ing that the liquid oscillates like a pendulum. A peak near twice
the resonant frequency ��2 Hz� is also evident. The peak near 1.7
Hz corresponds to twice of the mean of excitation and resonance
frequency �fe+ fn,y� and has been referred to as the vibration fre-
quency in the presence of beating �35�. The frequency spectrum of
the vertical force at excitation amplitudes greater than 1 m /s2

also revealed identical trends. However, at the lower excitation
amplitude of 0.5 m /s2, the largest peak in vertical force occurred
at the vibration frequency, as opposed to twice the excitation fre-
quency observed at higher amplitude excitations. This suggests
that more pronounced beating is likely to occur at lower excitation
amplitudes.

The largest peak in a given frequency spectrum represents the
dominant mode of the corresponding slosh force component. The
results in Fig. 4 show that the dominant mode frequency is not
identical for all components of the slosh force. The relationship
between the dominant mode frequency and the excitation fre-
quency was thus investigated. Figures 6�a� and 6�b� illustrate
variations in the dominant mode frequency �fp� with the excitation
frequency observed from the lateral and vertical force spectra,
respectively, for the 50%-filled T1 tank subject to two different
lateral acceleration amplitudes �0.5 m /s2 and 2 m /s2�. The re-
sults clearly show that the dominant mode of the lateral forces
occurs at the excitation frequency �i.e., fp= fe�, whereas the domi-
nant mode of the vertical force occurs at twice the excitation
frequency �i.e., fp=2fe� for the higher excitation amplitude. The
dominant modes corresponding to the lower excitation of
0.5 m /s2, however, generally occur near the resonant frequency
�fn,y� for the lateral force and near the vibration frequency �fe

+ fn,y� for the vertical force.
The frequency spectra in Fig. 4 indicated the presence of the

beating phenomenon, attributed to modulation of the excitation
frequency with the resonant frequency �35�. The beat frequency is
evident from the time histories of slosh forces shown in Fig. 5 for
the 50%-filled T0 tank subject to 0.5 m /s2 lateral excitation at 1.3
Hz. The figure shows the presence of beat frequency, fb= 	fe
− fn,y	, with period Tb of approximately 3.3 s.

Similar trends can also be observed in the slosh forces under
longitudinal excitations. Figure 7�a� presents variations in the lon-
gitudinal slosh force for the 50%-filled cleanbore tank �T0� under
a 0.5 m /s2 longitudinal excitation at 0.6 Hz in the vicinity of the
first mode near 0.45 Hz. The results clearly show beat frequency
near 0.16 Hz. The longitudinal force response under 1 Hz excita-
tion also exhibits the beat phenomenon with frequency near 0.063
Hz, as seen in Fig. 7�b�, although fe is well above the first mode
frequency. It was speculated that this beat frequency is associated
with the second longitudinal mode resonance of the 50%-filled
tank. The second mode frequency was computed as 1.09 Hz using
the formulations by Kobayashi et al. �19� for an equivalent rect-
angular tank with identical fill level. The difference between this
frequency and fe is close to the observed beat frequency of 0.063
Hz. Considering that the pitch plane formulation derived for the
rectangular tank in Ref. �19� is most likely applicable for the test
tank cross section, the results suggest that the second mode fre-
quency is close to 1 Hz.

To further explain the relationship between the beat frequency
and the excitation frequency, the variations in the beat frequency
are plotted against the excitation frequency in Fig. 8 for the 50%-

Fig. 5 Time histories of lateral „Fy… and vertical „Fz… slosh
forces developed in 50%-filled cleanbore tank „T0… under
0.5 m/s2 lateral acceleration excitation at 1.3 Hz. The dashed
line illustrates the wave envelope attributed to beating phe-
nomenon in slosh.

Fig. 6 Dominant mode frequency of the slosh force „fp… versus the excita-
tion frequency „fe… for 50%-filled baffled tank „T1…: „a… lateral force and „b…
vertical force „open diamond, A=0.5 m/s2 and open triangle, A=2 m/s2

…

Fig. 7 Time histories of longitudinal slosh force „Fx… devel-
oped in 50%-filled cleanbore tank subject to longitudinal accel-
eration excitations: „a… A=0.5 m/s2 at 0.6 Hz and „b… A
=0.5 m/s2 at 1 Hz
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and 70%-filled T0 tanks subject to a 0.5 m /s2 lateral acceleration
excitation. The beat frequency estimated from the relation fb
= 	fe− fn,y	 is also plotted in the figure for comparison. The results
clearly show good agreements between the estimated and mea-
sured beat frequencies, irrespective of the fill volume and excita-
tion frequency considered. The results revealed that the beating
phenomenon could be clearly observed for 	fe− fn	�0.4 Hz. It
has been reported that the steering frequency in a path-change
maneuver is typically in the order of 0.3 Hz and may approach as
high as 0.5 Hz in an emergency type of directional maneuver �36�.
Considering that the fundamental lateral mode slosh frequencies

for a partly-filled full size tank employed in highway transporta-
tion lie in the 0.5–0.6 Hz range in the roll plane �11�, the fluid
oscillation within the tank may yield beating phenomenon. Simi-
lar degrees of agreements �not shown here� were also observed for
the longitudinal acceleration excitation. The intensity of beating,
however, was considerably smaller for the 30% fill volume in both
lateral and longitudinal excitations. Moreover, the beating phe-
nomenon was not clearly observable under higher amplitudes of
excitations, where the slosh forces along longitudinal and lateral
axes primarily oscillate at the excitation frequency.

3.2 Slosh Forces and Moments. The influences of excitation
amplitude and frequency on the fluid slosh were investigated in
terms of normalized amplification factors in forces and moments,
using Eqs. �7�–�9�. The results attained for the three tank configu-
rations and three fill conditions under lateral and longitudinal ex-
citations are discussed below.

3.2.1 Lateral Harmonic Excitations. Figure 9 shows varia-
tions in force and moment amplification factors for the 50%-filled
T0 tank subject to lateral harmonic excitations of different ampli-
tudes at various frequencies. The figure shows that the maxima of
all three normalized force components lie in the vicinity of the
lateral mode natural frequency ��1 Hz�, irrespective of the exci-
tation amplitude. Abramson and Garza �22� reported that the slosh
resonance frequency decreases as the excitation amplitude in-
creases for the compartmented upright cylindrical tanks. However,
this dependence is not evident in the present study for the excita-
tions and fill conditions considered. This could be attributed to the
resolution of the test frequencies selected in the experiments.

Since the lateral force is normalized by the inertial force gen-
erated by an equivalent rigid weight, the responses can be inter-

Fig. 8 Beating frequency „fb… versus the excitation frequency
„fe… for the cleanbore tank subjected to the lateral acceleration
excitation of 0.5 m/s2. Open square, 50% fill volume; open tri-
angle, 70% fill volume; open symbols, lateral force; and solid
symbols, vertical force. The computed values are shown by
continuous lines: solid line, 50% fill volume and dashed line,
70% fill volume.

Fig. 9 Normalized slosh force and moment components versus the excita-
tion frequency for 50%-filled cleanbore tank under lateral acceleration exci-
tations „open diamond, A=0.5 m/s2; open square, A=1 m/s2; open tri-
angle, A=2 m/s2; and open circle, A=3 m/s2: „a… lateral force, „b…
longitudinal force, „c… vertical force, „d… roll moment, „e… pitch moment, and
„f… yaw moment „note that the scales vary for different parameters…
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preted as the amplification factor arising from the dynamic slosh
effect. The results show that the peak amplification factor in lat-
eral force could reach as high as 4. This factor decreases as the
excitation amplitude increases, which is attributed to the boundary
effects and the normalization. It is interesting to note that the
amplification factor approaches a value less than unity at frequen-
cies above 1.4 Hz, suggesting that the lateral slosh force magni-
tude under higher frequency excitations would be smaller than
that due to an equivalent rigid mass.

The peak magnitudes of the normalized vertical slosh force also
occur in the vicinity of the resonance frequency and increase with
the excitation amplitude. The normalized magnitude, however, re-
mains slightly above 1.0 at frequencies greater than 1.4 Hz, sug-
gesting small magnitude of fluid slosh. The peak amplification
factor is observed to be near 1.3 for the 3 m /s2 lateral accelera-
tion excitation. This indicates that the variations in the vertical
force arising from dynamic slosh are up to 30% greater than the
liquid weight under the excitations considered. Figure 9�b� shows
that the magnitude of the normalized longitudinal force MFx is
significantly smaller than the other force components, indicating
that the amplification in longitudinal force is small in lateral ex-
citation. The peak MFx occurs in the vicinity of the resonance
frequency as observed for MFy, while the peak magnitude in-
creases with the excitation amplitude. The results suggest that the
slosh behaves in the 2D manner when the excitation frequency is
distant from the resonance frequency. A sharp increase in longitu-
dinal force is observed when the excitation approaches the natural
frequency, suggesting the presence of 3D swirling motion. The
results also show that the maximum force developed in the longi-
tudinal direction is less than 13% of the liquid weight for the
given excitations.

To further investigate the 3D swirling motion of the liquid, the
time histories of slosh forces measured at 1 m /s2 lateral accelera-
tion excitation at 1 Hz �near resonance� are plotted in Fig. 10. The
figure shows that the lateral and vertical force components had
approached nearly steady state when the data acquisition was ini-
tiated. The magnitude of the longitudinal force component is al-
most negligible for t�8 s and approaches a relatively higher
magnitude thereafter. This increase after a time lag is attributed to
the swirling motion of the free surface in the x-y plane, which was
also observed visually during the experiments. Such 3D flows also
cause variations in the magnitudes of vertical and lateral forces.
The oscillations in the lateral and longitudinal forces exhibit con-
siderable distortion in the harmonic shape, which can be attributed
to large-amplitude slosh. The oscillations in Fx and Fy seem to be
symmetric about the zero mean force, while those in the vertical
force are asymmetric due to inertia effect. The magnitude of ver-

tical force along the downward direction �positive� is greater than
that in the upward direction �negative�. The variations in magni-
tudes of Fy and Fz with that of Fx suggest the presence of strong
coupling among the three force components.

The roll and pitch moments �Figs. 9�d� and 9�e�� exhibit trends
similar to those in lateral and longitudinal forces, respectively.
The maxima of the normalized roll and pitch moments are 7.5 and
3.4, respectively, for the excitation amplitude of 0.5 m /s2 at the
resonance. Figure 9�f� shows that the yaw moment also reaches
the peak value of 1.7 near the resonance, which is mostly caused
by the swirling fluid motion in the vicinity of the resonance. The
influence of excitation amplitude on the peak lateral fluid slosh
force and roll moment is further evaluated for all tank configura-
tions with 30%, 50%, and 70% fill volumes in terms of peak
amplification factors, as shown in Fig. 11. It should be noted that
the peak responses were attained in the vicinity of the lateral
mode resonance. The results show that 30% fill volume yields the
highest values of MFy and MMx, while these factors are the lowest
for 70% fill volume, irrespective of the excitation amplitude and
tank configuration. The results also show that for a given fill vol-
ume, MFy and MMx decreased with an increase in the acceleration
amplitude. The peak lateral force and roll moment tend to be the
largest for 50% fill volume and lowest for 30% fill volume when
fluid mass effect is taken into account. Few studies on rectangular
and cylindrical tanks have also concluded that the largest slosh
forces occur in the proximity of 50%-fill condition �2,10�. The
figure further shows a larger amplification factor in roll moment
than in lateral force, especially for the lower fill volume. For
example, at 30% fill volume, the peak MMx is more than three
times MFy for any excitation amplitude considered. This is be-
cause the roll moment is contributed not only by lateral force but
also by the load shift caused by liquid cg oscillation and vertical
slosh force. It was, however, observed that the peak values of MFx
and MFz increase with an increase in the excitation amplitude,
irrespective of the fill volume and tank configuration. This is at-
tributed to the normalization with respect to the weight of the fluid
�mlg�.

The maxima of the normalized longitudinal and vertical slosh
forces as well as pitch and yaw moments measured under lateral
harmonic excitations of different amplitudes are presented in Fig.
12 for the three fill volumes and tank configurations. The maxima
generally occurred in the vicinity of the fundamental natural slosh
frequency corresponding to the three fill levels considered, irre-
spective of the excitation amplitude. The results show that the
peak forces and moments vary with the fill level in a manner
similar to that observed for lateral force and roll moment �Fig.
11�. The results also suggest a considerably larger amplification
factor in pitch moment than in the longitudinal force. The peak
normalized longitudinal forces developed in both baffled and un-
baffled tanks are largest for 30% fill volume, but remained well
below 0.2 for the given experimental conditions, while the peak
normalized pitch moment approached as high as 4. This is attrib-
uted to the fact that the peak moment is mostly caused by the
longitudinal load shift, which tends to be higher due to fluid swirl.
The results also show that the baffled tanks yield lower normal-
ized pitch moment �MMy� than the cleanbore tank, suggesting that
the baffles help to suppress the longitudinal load shift due to lat-
eral excitations. The results further show small effect of the
baffles on the variations in the peak normalized vertical forces.
The peak yaw moments are also considerably smaller than the
pitch moment.

3.2.2 Longitudinal Harmonic Excitations. Figure 13 shows
the amplification factors of the longitudinal and lateral forces and
pitch moment for the 50%-filled T0 and T2 tanks subject to lon-
gitudinal harmonic excitations of different frequencies and ampli-
tudes. The results reveal that the peak normalized longitudinal
force �MFx� occurs in the vicinity of the longitudinal mode natural
frequencies �i.e., 0.45 Hz and 1.08 Hz for the unbaffled and

Fig. 10 Time histories of three slosh force components devel-
oped in 50%-filled cleanbore tank subjected to 1 m/s2 lateral
acceleration excitation at 1 Hz
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baffled tanks, respectively�. However, the baffled tank �T2� yields
considerably lower peak force than the unbaffled tank �T0�, con-
firming that the baffles could effectively suppress longitudinal
slosh. The results in Fig. 13�a� show that the peak longitudinal
force tends to decrease as the excitation amplitude increases for
the T0 tank, as it was observed for MFy with lateral harmonic
excitations. This trend, however, is not evident for the T2 tank in
Fig. 13�b�. An identical trend was also observed for the T1 tank
�results not shown�. The results further suggested that the magni-
tude of the longitudinal slosh force is nearly linearly dependent on
the acceleration magnitude for the baffled tanks. Figure 13 also
shows that the magnitudes of MFx tend to be less than unity when
the excitation frequency is larger than the resonance frequency for

both baffled and unbaffled tanks.
The amplification factor, MFy, shown in Fig. 13 suggests that

the peak lateral force occurs in the vicinity of the longitudinal
mode resonant frequency, irrespective of the excitation amplitude
for both the unbaffled and baffled tanks. The largest peak value
approaches 0.15 for both tanks, suggesting that the peak lateral
force is approximately 15% of the liquid weight. The peak occur-
ring at the frequency of 1 Hz is due to the lateral mode resonance,
confirming the presence of coupling between the longitudinal and
lateral motions of the fluid, as discussed in Sec. 3.2.1. For the
baffled tank, the peak occurs near the fundamental longitudinal
mode resonance frequency ��1.08 Hz�, which is quite close to the
lateral mode resonance. Very little variations in the normalized

Fig. 11 Peak amplification factors of lateral force „MFy… and roll moment
„MMx… versus the lateral acceleration excitation amplitude for all tank con-
figurations: „a… 30%, „b… 50%, and „c… 70% fill volumes

Fig. 12 Peak amplification factors of longitudinal „MFx… and vertical „MFz…

slosh forces, and pitch „MMy… and yaw „MMz… moments versus the tank con-
figuration for all fill volume cases
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vertical force MFz were observed under longitudinal excitations
for all tank configurations and fill volumes considered. The peak
amplification factors in longitudinal force and pitch moment at
different longitudinal excitation amplitudes are plotted in Fig. 14
for all the fill volumes and tank configurations. It should be noted
that the peak forces developed in the 30%-filled T0 tank could not
be derived under the excitation amplitude of 1 m /s2 since the
lowest excitation frequency was limited to 0.5 Hz, which was well
above the resonant frequency of 0.36 Hz �see Table 2�. The results
thus show relatively lower MFx for the T0 tank under 30% fill
condition.

Similar to the longitudinal force, the baffles greatly suppress the
peak pitch moment caused by the fluid slosh. Figure 13 shows that
the peak values of MMy due to fluid motion in T0 tank are signifi-
cantly greater than those for T2 tank, irrespective of the excitation
amplitude. This is attributed to greater longitudinal load shift in
T0 tank under a longitudinal excitation, which tends to be the
largest for lower fill volume of 30% �Fig. 14�a��. The T2 tank
yields nearly constant magnitude of MMy at frequencies up to 1.1
Hz, irrespective of the excitation amplitude, which is mostly
caused by relatively small load shifts in the baffled tank. The
magnitudes of MMy, however, decrease rapidly at frequencies
greater than the respective resonant frequencies for both tanks.
The single-orifice baffle tank also reveals similar degree of effec-
tiveness in suppressing the peak magnitude of MMy, as evident in
Figs. 14�b� and 14�c� for 50% and 70% fill volumes, respectively.
The results for the 70%-filled tank further show that multiple-
orifice baffles could provide relatively greater suppression of the
longitudinal force and pitch moment.

The maxima of the normalized roll and yaw moments measured
under longitudinal harmonic excitations of different amplitudes
are presented in Fig. 15 for the three fill volumes and tank con-
figurations. The results show that MMx and MMz decrease as the

fill volume increases, irrespective of the tank configuration, which
is consistent with the trend observed in lateral excitations. The
higher longitudinal load shift coupled with greater swirling mo-
tion of the fluid in T0 tank results in significantly larger yaw
moment amplification �MMz�. The magnitude of MMz, however,
tends to be significantly lower for both the baffled tanks, irrespec-
tive of the fill volume. These results indicate that the baffles also
help in suppressing the roll and yaw moments due to longitudinal
excitations. For 50% fill volume, the roll and yaw moments de-
veloped by fluid slosh in the baffled T2 tank are 65.7% and 49.6%
lower than those generated in the unbaffled T0 tank, respectively.

3.2.3 Lateral Single-Cycle Sinusoidal Excitations. Figure 16
shows the transient peak normalized lateral and vertical slosh
forces for all the tank configurations and fill volumes subject to
two lateral single-cycle sinusoidal excitations: �i� 1.9 m /s2 peak
acceleration at 1 Hz �Fig. 16�a�� and �ii� 4.3 m /s2 peak accelera-
tion at 1.5 Hz �Fig. 16�b��. The corresponding amplification fac-
tors in roll, pitch, and yaw moments �MMx, MMy, and MMz� are
illustrated in Fig. 17. It should be noted that the former excitation
is in the vicinity of the lateral mode resonance for the 50%-filled
tank. The results show negligible effect of tank configuration and
fill volume on the peak value of MFz for both the excitations. The
variations in MFx �not shown here� were also found to be small,
suggesting 2D liquid slosh under these conditions. The peak MFy,
however, tends to be significantly higher under the 1 Hz excitation
than under the 1.5 Hz excitation, irrespective of the fill volume.
The higher frequency excitation �1.5 Hz� yields the peak magni-
tude of MFy less than unity. Furthermore, the 30% fill volume
yields slightly higher peak values of MFy, similar to that observed
in lateral harmonic excitation �Fig. 11�. The amplification in roll
moment, MMx, however, is considerably large for the 30% fill
volume under both excitations, and the contribution of baffles is

Fig. 13 Peak amplification factors of longitudinal and lateral forces, and
pitch moment versus the excitation frequency for 50%-filled tanks: „a… “T0”
tank and „b… “T2” tank „open diamond, =0.25 m/s2; open square,
=0.5 m/s2; and open triangle, =1 m/s2

…
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very small. The magnitudes of MMy and MMz are also relatively
small but tend to be higher for the 30% fill volume. These trends
are comparable with those obtained with lateral harmonic excita-
tions.

4 Conclusions
Liquid slosh in a scaled tank with cross section similar to a

Reuleaux triangle has been investigated in the laboratory for un-
baffled and baffled configurations with three fill conditions. The
experiments involved the analyses of slosh frequencies, forces,
and moments under lateral and longitudinal acceleration excita-

tions of different amplitudes and frequencies. The results have
shown that the slosh is a complex phenomenon, containing a num-
ber of spectral components. The predominant peak in the spec-
trum of a slosh force component may occur in the vicinity of the
excitation frequency, the natural frequency, or the vibration fre-
quency. The lateral and longitudinal force components generally
oscillate at a frequency close to the excitation or the natural fre-
quency, whereas the oscillations in the vertical force invariably
occur at a frequency twice the excitation or natural frequency. The
spectra of force components also show the presence of beating

Fig. 14 Peak amplification factors of longitudinal slosh force and pitch
moment versus the excitation amplitude for three tank configurations under
longitudinal acceleration excitations: „a… 30%, „b… 50%, and „c… 70% fill
volumes

Fig. 15 Peak amplification factors of roll and yaw moments versus tank
configurations for three fill volumes subjected to longitudinal acceleration
excitations
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frequency when the excitation frequency is close to the natural
frequency of slosh, which is more evident under lower excitation
amplitudes.

The fundamental frequencies of fluid slosh estimated from the
spectra of the dominant force component under free oscillation

agreed reasonably well with those estimated using the reported
method based on the wavelength and wave speed of the free sur-
face. The fundamental natural frequency of slosh was observed to
be dependent on the fill level and the tank configuration. This
frequency, in both lateral and longitudinal modes, increased with
the fill level for all three tank configurations considered. The ad-
dition of transverse baffles caused a significant increase in the
longitudinal mode natural frequency, while the lateral mode fre-
quency was not affected by the baffles. For the 50% fill volume,
the longitudinal mode frequency increased from 0.45 Hz for the
unbaffled tank to 1.08 Hz for the baffled tanks.

The measured data and flow visualization revealed the three-
dimensional nature of the fluid motion under excitations along
either lateral or longitudinal axis of the tank for both baffled and
unbaffled configurations, which suggests a coupling between the
lateral and longitudinal fluid slosh. The peak slosh forces and
moments generally occurred in the vicinity of slosh natural fre-
quency in the respective mode, which was manifested under con-
tinuous as well as single-cycle sinusoidal excitations. The dy-
namic slosh could yield largely amplified resulting forces and
moments near the resonance when compared with those of the
equivalent rigid mass. The slosh amplification factors in lateral
and longitudinal forces under respective excitations, however, de-
creased as the fill level or excitation amplitude increased. The
slosh amplification effect was reflected more significantly in roll
and pitch moments than in the forces. The amplification factors in
both longitudinal and lateral forces at an excitation frequency
above the resonant frequencies are generally below unity, which
suggests that the magnitude of fluid slosh force is less than the
inertial force developed by an equivalent rigid mass subject to the
same excitation. The transient lateral slosh measured under single-
cycle lateral acceleration excitation revealed predominantly two-
dimensional motion of the free surface for all tank configurations
considered.

The peak magnitudes of longitudinal slosh force and pitch mo-
ment developed under a longitudinal acceleration excitation de-
creased significantly in the presence of lateral baffles. This was
clearly evident for both single-orifice and multiple-orifice baffles,
although multiple-orifice baffles resulted in slightly greater reduc-

Fig. 16 Peak amplification factors of lateral and vertical slosh forces ver-
sus the fill volumes for the three tank configurations subjected to single-
cycle lateral acceleration excitations: „a… 1.9 m/s2 at 1 Hz and „b… 4.3 m/s2

at 1.5 Hz

Fig. 17 Peak amplification factors of roll, pitch, and yaw mo-
ments versus the fill volumes for three tank configurations
subjected to single-cycle lateral acceleration excitations: „a…
1.9 m/s2 at 1 Hz and „b… 4.3 m/s2 at 1.5 Hz
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tions in peak force and moment. The baffles also helped to reduce
the magnitudes of corresponding roll moment. The addition of
lateral baffles, however, did not affect the peak magnitudes of
lateral slosh force or roll moment under lateral acceleration exci-
tations.
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Analysis of Laminar Falling Film
Condensation Over a Vertical
Plate With an Accelerating Vapor
Flow
Laminar falling film condensations over a vertical plate with an accelerating vapor flow
is analyzed in this work in the presence of condensate suction or slip effects at the plate
surface. The following assumptions are made: (i) laminar condensate flow having con-
stant properties, (ii) pure vapor with a uniform saturation temperature in the vapor
region, and (iii) the shear stress at the liquid/vapor interface is negligible. The appro-
priate fundamental governing partial differential equations for the condensate and vapor
flows (continuity, momentum, and energy equations) for the above case are identified,
nondimensionalized, and transformed using nonsimilarity transformation. The trans-
formed equations were solved using numerical, iterative, and implicit finite-difference
methods. It is shown that the freestream striking angle has insignificant influence on the
condensation mass and heat transfer rates, except when slip condition is present and at
relatively small Grl /Re2 values. Moreover, it is shown that increasing the values of the
dimensionless suction parameter �VS� results to an increase in dimensionless mass of
condensate ���L� / ��l Re�� and Nusselt number �Nu�L� /Re1/2�. Thus, it results in an
increase in condensation mass and heat transfer rates. Finally, it is found that the con-
densation and heat transfer rates increase as Jakob number, slip parameter, and satura-
tion temperature increase. Finally, the results of this work not only enrich the literature
of condensation but also provide additional methods for saving thermal energy.
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Keywords: condensation, mass transfer, buoyancy driven flow, laminar, gas-liquid, heat
transfer

1 Introduction
Condensation is the process by which a saturated vapor is con-

verted into a liquid by means of removing the latent heat of
evaporation. From a thermodynamic point of view, condensation
occurs when the enthalpy of the vapor is reduced below its en-
thalpy when it is at a saturated vapor phase at the same pressure.
Among condensation mechanisms is the filmwise condensation,
which is of interest to this work. In filmwise condensation, the
condensate drops initially form on a cold surface, and then it
quickly coalesces to produce a continuous film of liquid on that
surface as more heat is transferred to it. Falling film condensations
over vertical surfaces are encountered in many types of heat/mass
transfer equipments such as those consisting of vertical tubes and
vertical plane surfaces. The condensation process is extremely im-
portant in the industry. It is an essential process in petroleum
refinery industrials, as well as in many of the thermal desalination
systems.

Condensation over a vertical plate occurs when vapor comes in
contact with a surface at a lower temperature. As the condensate
falls down on the surface due to the influence of gravity, the
thickness of the falling film increases. The latent heat released due
to condensation is transferred to the surface. Three consequent
regions can be identified in the condensate volume: �i� laminar
region, where the falling film is the thinnest, it occurs near the top
of the plate; �ii� transition region, which comes after the laminar

region where the condensate flow becomes thicker and unstable;
and �iii� turbulent region, where the flow of the condensate be-
comes inhomogeneous.

The original theory of gravity induced laminar film condensa-
tion was developed by Nusselt �1�. In his theory, the following
assumptions have taken on:

�a� Laminar flow and constant properties are considered for
liquid film.

�b� The vapor is considered a pure vapor having a uniform
saturation temperature.

�c� The shear stress at the liquid interface is negligible.
�d� The momentum and thermal energy transfers by advec-

tion in the condensate film are assumed negligible.

The Nusselt film condensation theory was first improved by
Bromley �2� who assumed linear temperature distribution in the
Nusselt model �1� and introduced a correction to account for the
effect of liquid subcooling. His study showed a small increase in
heat transfer at higher Jakob numbers. However, the Jakob num-
ber is normally very small in most of the engineering applications.
Bromley’s model �2� was improved by Rohsenow �3�. He ana-
lyzed the effect of nonlinear temperature distribution and included
the effect of cross flow within the film. Rohsenow’s �3� improve-
ment was only important at high values of liquid subcooling, that
is, at large Jakob numbers. Because small Jakob numbers are
usual in engineering applications, this improvement had little con-
tribution. In fact, it exactly agrees to the results of Bromley �2� for
small Jakob numbers, which is more practical.

Sparrow and Gregg �4� included the momentum effects and
energy convection in the Nusselt model �1�. They adopted the
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boundary layer theory as a mathematical technique. They studied
Jakob numbers between 0 and 2 for Prandtl numbers between
0.003 and 100. They found that for Prandtl numbers greater than
1, momentum effects can be neglected with no more than 5%
error at Jakob number of 2 and the error is less for smaller Jakob
numbers. This led to the conclusion that momentum has little
effect on condensation heat transfer. However, momentum effects
become very important for low Prandtl numbers �liquid metals�.
Similar results were obtained by Yang �5�, who used boundary
layer analysis, and Mabuchi �6�, who used approximate integral
method.

Later on, Koh et al. �7� extended the research in the film con-
densation by accounting for the shear forces at the liquid-vapor
interface, which were neglected before. They solved the simulta-
neous flow problem in the vapor and the liquid regions. They
found that the influence of the interfacial shear on the heat transfer
is very small for fluids with a Prandtl number of 1, and it becomes
smaller as the Prandtl number increases. At a Prandtl number
equal to 10, it becomes negligible. Another solution for the same
problem using integral methods was later on solved by Koh �8�
and Chen �9�. Their results were similar to those which were
already mentioned before.

Saturated vapor is assumed in all of the previous studies. It was
also assumed that the heat transfer at the liquid-vapor interface is
with zero thermal resistance and that thermodynamic and trans-
port properties are constants. The Nusselt model �1� was extended
by Stender �10� in 1925 to the situation where the vapor is super-
heated. He assumed that the only important vapor motion is in the
direction of the condensing surface �i.e., one-dimensional flow�.
In addition, he neglected the interfacial thermal resistance. As
such, he considered that the temperature at the interface to be
equal to the saturation temperature at the vapor pressure.

The Stender model �10� in the presence of superheated vapor
was extended by Silver �11�, who accounted for the interfacial
thermal resistance. His results show that this resistance has an
important influence on the rate of heat transfer at low pressure.
However, at moderate and high pressures, the influence is not
important. His results showed that the temperature of the conden-
sate surface drops below the saturation temperature because of the
effect of the interfacial resistance. As such, the rate of heat trans-
fer decreased, which contradicts with the results of Stender �10�.
The effect of interfacial resistance when the vapor is saturated is
given by Sukhatme and Rohsenow �12�. Their results were similar
to those of Silver and Simpson �13�.

Using of the boundary layer theory, the problem of condensa-
tion of superheated vapor was re-examined by Sparrow and Eck-
ert �14�. They neglected the effect of the free convection within
the vapor in predicting heat transfer rate. Moreover, they ne-
glected the effect of the thermal resistance of the interface. Their
findings were found to be similar to those predicted by Stender
�10�. They have also shown that only a small increase in heat flux
was due to the superheat. Chisholm �15� also analyzed the prob-
lem of condensation of superheated steam.

Sparrow and Eckert �14� discussed qualitatively the conse-
quence of noncondensable gases on the heat transfer during con-
densation. They concluded that a fully predictive theory for the
effect of noncondensable gases must include free convection ef-
fects. Later on, Sparrow and Lin �16� devised a theory based only
on the conservation principles for predicting condensation heat
transfer in the presence of noncondensable gases and including
the free convection effects. After that, Chen �9� considered the
vapor to be stagnant far from the interface while considering it to
be dragged downward by the falling film of the condensate near
the interface. The values of Nusselt numbers reported by Chen �9�
were found to be smaller than these reported by Sparrow and
Gregg �4� and agree better with experimental data.

There are numbers of very important applications in which fall-
ing film condensations have been analyzed. Falling film over a
spherical surface is analyzed in the works of Lienhard and co-

worker �17,18�. Shekriladze and Gomelauri �19� analyzed film
condensation on the outside surface of a horizontal cylinder in
cross flow. The problem of laminar condensation over an elliptical
cylinder has been analyzed by several researchers �e.g., Mosaad
�20�, Memory et al. �21�, and Yang and Hus �22��. They found that
the elliptical section tube improved the vapor condensation over
horizontal cylinder. Recently, several works have discussed nu-
merically and experimentally the stability of the condensing flows
�23–27�. Through a long search in the available literature, the
effect of the freestream vapor-striking angle on the condensation
over a vertical plate could not be located. As such, this topic is the
interest of this work.

In this work, the problem of laminar falling film condensation
over a vertical plate with accelerating vapor flow is theoretically
formulated. The developed model is considered to account for
condensate blowing/suction at the plate surface and fluid slip at
the wall. The governing equations for this problem are trans-
formed using a nonsimilar transformation. Then, they are solved
using an iterative and implicit finite-difference method. The Nus-
selt number and the dimensionless mass flow rate are obtained for
various representing values of the obtained controlling dimension-
less parameters. These parameters are Jakob number, dimension-
less slip parameter, dimensionless suction parameter, Grashof
number, Prandtl number, Reynolds number, and vapor to liquid
density ratio.

2 Problem Formulation
Consider a vertical plate with a length L; the x-axis is taken

along the length of the plate while the y-axis is normal to the
plate, as shown in Fig. 1. The axial velocity of the condensate is u,
which is along the x-axis, while its normal velocity along the
y-axis is v. The plate is kept at a uniform temperature Tw, which is
lower than the temperature of the surrounding vapor �assumed to
be saturated vapor�. As such, a falling condensate film with thick-
ness ��x� is formed along the plate length. The freestream velocity
of the surrounding vapor is u��x�, which is considered variable.

The governing continuity, momentum, and energy equations for
falling condensate film are �28�

�u

�x
+

�v
�y

= 0 �1�

�l�u
�u

�x
+ v

�u

�y
� = −

dP�

dx
+ ��l − �v�g + �l

�2u

�y2 �2�

Fig. 1 Schematic diagram
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�l�cp�l�u
�T

�x
+ v

�T

�y
� = kl

�2T

�y2 �3�

From the inviscid theory, the pressure gradient in the flow passage
is

dP�

dx
= − �vu��x�

d

dx
�u��x�� �4�

The boundary conditions are

u�x,0� = �s� �u

�y
�

x,0

�5a�

��x,0� = − �o �5b�

� �u

�y
�

x,�

= 0 �5c�

T�x,0� = Tw �6a�

T�x,�� = Tsat �6b�

kl� �T

�y
�

x,�

= �l��u
d�

dx
− ���

x,�

hfg �7�

In the boundary condition equation �5a�, slip condition is assumed
between the wall and the condensate. The slip velocity at the wall
is assumed proportional to the strain rate at the wall according to
Navier’s model �29�. This model is taken in this work for general
characterization of the present problem. The coefficient �S is the
slip coefficient; hfg is the enthalpy of vaporization for the fluid. It
is worth noting that the vapor shear stress at the interface is con-
sidered negligible �Eq. �5c�� as when �v /�l is very small or when
freestream velocity is small. Also, it is indicated before that Koh
et al. �7� found that the interfacial shear stress has a very small
effect on the heat transfer with a Prandtl number of 1 or more.

Nondimensionalizing Eqs. �1�–�4� and �5a�–�7� utilizing the
following variables:

x̄ =
x

L
�8a�

ȳ =
y

L
�8b�

ū =
u

u��x=L
�8c�

v̄ =
v

u��x=L
�8d�

� =
T − Tsat

TW − Tsat
�8e�

p̄� =
p�

�l�u2
�l

L
� �8f�

results in the following dimensionless equations:

� ū

� x̄
+

� ū

� ȳ
= 0 �9�

ū
� ū

� x̄
+ v̄

� ū

� ȳ
=

�v

�l
ū��x̄�

d

dx̄
�ū��x̄�� +

Grl

Re2 +
1

Re

�2ū

� ȳ2 �10�

ū
��

� x̄
+ v̄

��

� ȳ
=

1

Re Prl

�2�

� ȳ2 �11�

dP�¯

dx̄
= −

�v

�l
ū�

dū�

dx̄
�12�

where

Re =
�lu��x=LL

�l
�13a�

Grl =
�l��l − �v�gL3

�l
2 �13b�

The dimensionless boundary conditions are

ū�x̄,0� =
�S

L
� � ū

� ȳ
�

x̄,0

�14a�

�̄�x̄,0� = −
�o

u��L�
�14b�

� � ū

� ȳ
�

x̄,�̄

= 0 �14c�

��x̄,0� = 1.0 �14d�

��x̄, �̄� = 0 �14e�

− � Jal

Re Prl
��� ��

� ȳ
��

x̄,�̄

= ��ū
d��/L�

dx̄
− �̄��

x̄,�̄

�14f�

Jal =
�cp�l�Tsat − TW�

hfg
�15�

where Jal is the Jakob number.
When the freestream vapor flow strikes the vertical plate with

an angle � /2 relative to the vertical, as shown in Fig. 1, the axial
freestream velocity will have the following form �28�:

ū��x̄� = x̄m �16�

m =
�

2	 − �
�17�

The following nonsimilar variables are used:


 = x̄; � =
ȳ

	 �m + 1�
2

Re
−1/2

x̄�1−m�/2
; f��
,�� =

� f

��
=

ū�x̄, ȳ�
x̄m

�18�

From the dimensionless continuity equation �9�, the dimensionless
normal velocity �v̄� can be found to be functions of f , f� according
to the following relation:

v̄ = 	 �m + 1�
2

Re
−1/2

x̄�1−m�/2	− mx̄�m−1�f − x̄m� � f�

�

− f�

��

� x̄
�


�19�

The applications of variables in Eqs. �18� and �19� on Eqs. �10�
and �11� result in the following nonsimilar equations:

f� + f f� +
2m

m + 1
	�v

�l
− f�2
 +

2
1−2m

m + 1
� Grl

Re2�
=

2


m + 1
� f�

� f�

�

− f�

� f

�

�, m �

1

2
�20�
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1

Prl
�� + f�� =

2

m + 1

	 f�

��

�

− ��

� f

�


 �21�

where

f� =
�2f

��2 , f� =
�3f

��3 , �� =
��

��
, �� =

�2�

��2

The transformed boundary conditions are

BSf��
,0� =� 2

m + 1

�1−m�/2f��
,0� �22a�

f�
,0� = Vs�m + 1

2

�1−m�/2 �22b�

��
,0� = 1.0 �22c�

f��
,��� = 0 �22d�

��
,��� = 0 �22e�

Jal

Prl
���
,��� = −

2


m + 1

� f�
,���
�


+ f�
,��� + � 2

m + 1
� f�


d��

d


�22f�

where

VS = �vO�lL

�l
��m + 1

2
Re�−1/2

�22g�

BS =
�S

L�Re�−1/2 �22h�

The local Nusselt number Nu�x� is defined as

Nu�x� =
h�x�x

kl
= Re1/2� x

L
��m+1�/2�m + 1

2
���
,0� �23�

The condensate mass flow rate per unit width at a given x is
defined as

��x� = �l Re1/2� x

L
��m+1�/2� 2

m + 1
f�
,��� �24�

3 Numerical Method
The nonsimilar governing equations �20� and �21� are valid

when 0�
�1.0 and when 0�����. In order to avoid a numeri-
cal mesh with variable thickness �� �see Fig. 2�a��, these equa-
tions are transformed from �
 ,�� domain to �S ,Z� domain where

S = 
, Z =
�

��

�25�

The transformed momentum equation becomes

F� + ��fF� +
2m

m + 1
	��v

�l
���

3 − ��F�2
 +
2S1−2m

m + 1
��

3� Grl

Re2�
=

2S��

m + 1
�F�

�F�

�S
− F�

� f

�S
� �26�

where F�=�f /�Z. Define g as g=F�. Therefore, Eq. �26� may be
written as

g� + 	��f +
2S��

�m + 1�
� f

�S

g� + 	− ��2m

m + 1
g −

2��S

�m + 1�
�g

�S

g

=
− 2m

m + 1
��v

�l
���

3 −
2S1−2m

m + 1
��

3 Grl

Re2 �27�

Let the following parameters represent the coefficient g:

	1 = 1.0 �28�

	2 = 	��f +
2S��

�m + 1�
� f

�S

 �29�

	3 = 	��2m

m + 1
g +

2��S

�m + 1�
�g

�S

 �30�

	4 =
− 2m

m + 1
��v

�l
���

3 −
2S1−2m

m + 1
��

3 Grl

Re2 �31�

Accordingly, Eq. �27� is arranged in the following form:

	1g� + 	2g� + 	3g = 	4 �32�
For Eq. �21�, let us define


� =
��

�Z
, 
� =

�2�

�Z2 �33�

Thus, Eq. �21� reduces to

1

Prl

� + ��f
� =

2S��

�m + 1��F�
��

�S
− 
�

� f

�S
� �34�

Utilizing the variables in Eq. �25�, the boundary conditions are
reduced as follows:

f�S,0� = VS�m + 1

2
S�1−m�/2 �35a�

��
,0� = 1 �35b�

� �2f

�Z2�
s,1

= 0 ⇒ F��s,0 = 0 �35c�

��s,0 = 0 �35d�

Table 1 Comparison between the exact Nusselt number and
the Nusselt number obtained from the adopted numerical
method

Jal Prl Grl

Nux
analytical solution,

Eq. �36�
Nux

present study Percent difference

0.08 1.35�1000 8.1665 8.14815 0.2247
1.35�10 2.5825 2.57644 0.2347

0.1 1.35�1000 7.7483 7.72917 0.2469
1.35�10 2.4502 2.44396 0.2547

Fig. 2 „a… Grid with variable thickness and „b… uniform thick-
ness grid
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�� = −

Jal

Prl
� ��

�Z
�

S,1

	 f �S,1 +
2S

m + 1
� � f

�S
�

S,1

 �35e�

The set of the dimensionless partial differential equations are ap-
proximated by finite-difference forms; the grid system shown in
Fig. 2�b� is used, with the i-lines aligned along the S-direction and
the j-lines along the Z-direction. For simplicity, uniform grid
spacing in �S as �Z is used. Three point central difference ap-
proximation is used to approximate the first and second deriva-
tives at points �i , j� in the Z-direction. However, two point
backward-difference approximation is used to express the first de-
rivative in the S-direction. The resulting equations represent a
tridiagonal system of algebraic equations, which can be solved by
the Thomas algorithm �30�. The solution procedure is summarized
according to the following.

�a� The value of ����i=1 is assumed.
�b� The system of algebraic equations obtained by discretiz-

ing Eqs. �24� and �25� along with the boundary condi-
tions except for Eq. �35e� is solved simultaneously at i
=1�S=0�.

�c� The value of ����i=1 is corrected using Eq. �35e�.
�d� Steps �a�–�c� are repeated until ������i=1

new− ����i=1
old� /

����i=1
new��10−4.

�e� Steps �a�–�d� are repeated for S=0 up to S=1.

3.1 Validation of the Numerical Results. The exact closed
form solution for Nusselt number for the problem of film conden-
sation over a vertical plate subjected to accelerating flow can be
reduced to the following form according to Ref. �31�, when m
=0, VS=0, and BS=0:

Fig. 3 Effects of m and the dimensionless suction parameter VS on the dimensionless condensation
flow rate � at the end of the plate

Fig. 4 Effects of x̄ and the dimensionless suction parameter VS on the dimensionless film conden-
sation thickness �̄„x̄…
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Nux = �4 Jal�−1/4�1 + 0.68 Jal�1/4�Grl Prl�1/4 �36�
Table 1 shows comparison between the exact solution and the
results of the numerical solution. It is noticed that there is an
excellent agreement between both results. This led to good confi-
dence in the used numerical method.

4 Discussion of the Results

4.1 Effect of the Dimensionless Suction Velocity. Figure 3
shows the relationship between the inclination index m and
��L� / ��l Re�, at different dimensionless suction parameter VS

when BS=0.001, Grl /Re2=10, �v /�l=0.0019, Prl=1.8, and Jal
=0.008. This figure illustrates that the index m has a negligible
effect on ��L� / ��l Re� at specific values of VS. It is also clearly
shown that an increase in the values of VS results in an increase in
��L� / ��l Re�. Note that negative values of VS indicate conditions

where the condensate at the plate surface is being blown far away
from the plate. This includes situations where some of the liquid
water is injected into the condensate film from the plate surface.

Figure 4 shows the relationship between the dimensionless

axial distance x̄ and ��̄�x̄�Re1/2� at different dimensionless suction
parameter VS when BS=0.001, Grl /Re2=10, �v /�l=0.0019, Prl

=1.8, and Jal=0.008. Note that �̄�x̄� is the dimensionless thickness
of the condensate film along the plate. This figure illustrates that
the condensate film thickness increases as x̄ increases. It is noticed
that the thickness of the condensation film decreases as VS in-
creases, which consequently result in enhancing the heat transfer
as the condensate temperature approaches the wall temperature at
a shorter distance. That is why Nu�L� /Re1/2 increases as VS in-
creases, as shown in Fig. 5. This figure shows also that the effect
of m on Nu�L� /Re1/2 is negligible. The reason behind this negli-

Fig. 5 Effects of m and the dimensionless suction parameter VS on the Nusselt number Nu at the
end of the plate

Fig. 6 Effect of m on the dimensionless freestream longitudinal pressure gradient
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gible effect of the index m can be shown in Fig. 6, where the
dimensionless dynamic pressure gradient is negligible as com-
pared with the selected value of Grl /Re2.

4.2 Effect of the Condensate Slip at Plate. Figure 7 illus-
trates the relationship between the index m and ��L� / ��l Re� at
different values of the slip parameter when VS=0, Grl /Re2=10,
�v /�l=0.0019, Prl=1.8, and Jal=0.008. This figure illustrates that
the index m has a negligible effect on ��L� / ��l Re� at lower
values of BS. As the value of BS increases, ��L� / ��l Re� starts to
decrease apparently as the m increases. This is due to the fact that
for large slip coefficient, the condensate inertia effects become
more apparent and its speed will approach the value ��v /�l�u� as
BS approaches infinity. Note that u� decreases as m increases be-
fore x reaches the value L. It is also concluded from this figure

that the condensation rate increases as BS increases. The thickness
of the condensation film is expected to decrease as BS increases,
which enhances the heat transfer due to the fact that the conden-
sate temperature approaches the wall temperature at a shorter dis-
tance. That is why Nu�L� /Re1/2 increases as BS increases, as
shown in Fig. 8.

4.3 Effect of Grashof Number. Figure 9 illustrates the rela-
tionship between the index m and ��L� / ��l Re� for different val-
ues of Grl /Re2 �Grl /Re2=0.1,1 ,10� when VS=0, BS=0.001,
�v /�l=0.0019, Prl=1.8, and Jal=0.008. This figure illustrates that
the index m has negligible effect on ��L� / ��l Re� as the dimen-
sionless dynamic pressure is negligible compared with the values
of Grl /Re2 �as seen from Fig. 6�. In addition, it is noticed that the
dimensionless condensation rate parameter ��L� / ��l Re� in-

Fig. 7 Effects of m and the slip coefficient parameter BS on the dimensionless condensation flow
rate � at the end of the plate

Fig. 8 Effects of m and the slip coefficient parameter BS on the Nusselt number Nu at the end of the
plate
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creases as the value of Grl /Re2 increases. The values of
Nu�L� /Re1/2 can be obtained from correlation �36� as m-effects
are negligible for the selected range of Grl /Re2.

4.4 Effect of Varying the Saturation Temperature. Figure
10 illustrates the relationship between the index m and for differ-
ent values of pure water saturation temperature �Tsat� when VS

=0, Grl /Re2=0, BS=0, and Tsat−Tw=4.28 K. The Grashof num-
ber is set to zero to situations involving high Reynolds number or,
most appropriately, the situations plate is horizontal having favor-
able pressure gradients. When the vapor stream velocity is very
large, the value of Grl /Re2 is very small and it approaches zero as
u� approaches infinity. For the previous cases, the driving force
for the condensate flow rate is the pressure gradient in the vapor
flow, which is proportional to m, �v /�l, and u��L�. This figure
illustrates that the index m has a clear influence on ��L� / ��l Re�

especially when m�0.15. This finding is ascribed to the fact that
the longitudinal pressure gradient increases at larger gradients as
the index m increases �when m�0.15�, as can be seen from Fig. 6.
Moreover, as the value of Tsat increases, the dimensionless con-
densation parameter ��L� / ��l Re� increases at a given value of
m.

Figure 11 illustrates the relationship between m and
Nu�L� /Re1/2 for different values of Tsat when VS=0, Gr /Re2=0,
BS=0, and Tsat−Tw=4.28 K. This figure illustrates that as either
m or Tsat increases, the value of Nu�L� /Re1/2 increases.

4.5 Design Correlations. The numerical plots shown in Figs.
10 and 11 can be presented by the following correlations:

��L�
�l Re

= 0.943�1 + 0.33�1 − 2m�1.25��4 � Jal

Prl
�3��v

�l
�m �37�

Fig. 9 Effects of m and the Grashof number Grl on the dimensionless condensation flow rate � at the
end of the plate

Fig. 10 Effects of the saturated temperature Tsat on the dimensionless condensation flow rate � at
the end of the plate
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Nu�L�
Re1/2 = �1 − 0.095�1 − 2m�1.25��4 �Prl

Jal
���v

�l
�m �38�

The maximum error between the obtained results and the correla-
tions is found to be around 8.0%. The plots of the correlations
�37� and �38� are added to Figs. 10 and 11.

5 Conclusions
The problem of laminar falling film condensation over a verti-

cal plate with accelerating vapor flow conditions was studied. The
free vapor stream is considered to have a specific striking angle
relative to the vertical plate. The effect of varying the inclination
angle on the heat transfer rate and condensation rate was investi-
gated. Additional effects were also considered in this work such as
the presence of condensate suction or slip effects at the cold plate
surface. The condensate film flow was assumed to be laminar and
having constant properties. The vapor was assumed to have a
uniform saturation temperature and assumed to be homogenous.
Moreover, the shear stress on the vapor liquid interface was ne-
glected. The governing partial differential equations for the ana-
lyzed problem were derived. The equations were nondimension-
alized and transformed using nonsimilarity transformation. The
transformed equations were solved using a numerical implicit,
iterative, and finite-difference method.

It was found that the vapor stream striking angle on the plate
has no effect on the condensation rate or heat transfer rate except
when apparent slip condition is present and at Grl /Re2 values
comparable with the dimensionless condensate dynamic pressure
gradient. It was also shown that an increase in the dimensionless
suction parameter �VS� results in an increase in the dimensionless
condensation rate ��L� / ��l Re� and Nusselt number
Nu�L� /Re1/2. In addition, it was found that the condensation rate
and the heat transfer rate increase as Grashof number, Jakob num-
ber, slip parameter, and saturation temperature increase. Finally,
the model developed, as well as the results obtained of this work,
not only enrich the literature of condensation but also provide
additional solutions for saving thermal energy.

Nomenclature
cp � specific heat
BS � dimensionless slip number
g � gravitational acceleration

Grl � Grashof number
hfg � latent heat of evaporation
Jal � liquid Jakob number
kl � liquid thermal conductivity
L � length of the plate
m � inclination index

P� � dynamic pressure
Prl � liquid Prandtl number
Re � Reynolds number

Tsat � saturation temperature
Tw � wall temperature
u� � freestream velocity of the surrounding vapor
u � condensate velocity component along the

x-axis
v � velocity component along the y-axis

VS � dimensionless suction velocity number

Symbols
� � twice the freestream inclination angle

�s � slip coefficient
� � mass flow rate per unit width
� � condensate film thickness
� � similarity parameter
� � dimensionless temperature

�l � condensate dynamic viscosity

 � coordinate transformation for x

�l � condensate density
�v � vapor density
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Equation-Free/Galerkin-Free
Reduced-Order Modeling of the
Shallow Water Equations Based
on Proper Orthogonal
Decomposition
In this paper, two categories of reduced-order modeling (ROM) of the shallow water
equations (SWEs) based on the proper orthogonal decomposition (POD) are presented.
First, the traditional Galerkin-projection POD/ROM is applied to the one-dimensional
(1D) SWEs. The result indicates that although the Galerkin-projection POD/ROM is
suitable for describing the physical properties of flows (during the POD basis functions’
construction time), it cannot predict that the dynamics of the shallow water flows prop-
erly as it was expected, especially with complex initial conditions. Then, the study is
extended to applying the equation-free/Galerkin-free POD/ROM to both 1D and 2D
SWEs. In the equation-free/Galerkin-free framework, the numerical simulation switches
between a fine-scale model, which provides data for construction of the POD basis
functions, and a coarse-scale model, which is designed for the coarse-grained computa-
tional study of complex, multiscale problems like SWEs. In the present work, the Beam &
Warming and semi-implicit time integration schemes are applied to the 1D and 2D SWEs,
respectively, as fine-scale models and the coefficients of a few POD basis functions
(reduced-order model) are considered as a coarse-scale model. Projective integration is
applied to the coarse-scale model in an equation-free framework with a time step grater
than the one used for a fine-scale model. It is demonstrated that equation-free/Galerkin-
free POD/ROM can resolve the dynamics of the complex shallow water flows. Moreover,
the computational cost of the approach is less than the one for a fine-scale model.
�DOI: 10.1115/1.3153368�

Keywords: shallow water equations (SWEs), equation-free/Galerkin-free, proper or-
thogonal decomposition (POD), Galerkin-projection, projective integration

1 Introduction

The proper orthogonal decomposition �POD� method is a model
reduction technique for complex nonlinear problems. The need for
faster numerical weather forecast motivates us to apply the POD
approach in the field of meteorology. However, such an approach
has become promising in other fields recently �1�. Since the shal-
low water equations �SWEs� are the first prototype for developing
and testing numerical algorithms and often used by atmospheric
modelers, this prototype is chosen to verify the reduced-order
modeling �ROM� based on the POD basis functions.

In the use of the POD basis functions it is valuable to note that
the selection of the POD basis functions is not just appropriate,
but optimal, in a sense to be described in Sec. 3. In the POD
method, analytical, empirical, or numerical data are correlated to-
gether to construct the POD basis functions. These POD basis
functions are orthogonal and the best linear combination of data.
The POD method was first proposed by Karhunen �2� and Loeve
�3� independently; for this reason sometimes the POD basis func-
tions are known as the Karhunen–Loeve �KL� expansion. In the
field of fluid mechanics, utilizing the POD basis functions to study

the turbulent flow was pioneered by Lumley �4�. Sirovich �5� who
incorporated the snapshot method to the POD framework made
the most progress in the POD method.

For ROM using the POD basis functions, Galerkin-projection is
a common implementation method. It uses the POD basis as pro-
jection functions to convert original partial differential equations
�PDEs� to a small set of nonlinear ordinary differential equations
�ODEs� �6�. Galerkin-projection POD/ROM method has been
used in the field of fluid mechanics to simulate incompressible and
compressible flows for different purposes �7–9,1�. In the field of
meteorology, the low-order atmospheric models are applied for
long range prediction of climate �10–12�, in which the data of a
general circulation model or observation data are used to construct
the POD basis functions. However, in the present study, the data
used to obtain the reduced-order model are generated using nu-
merical simulation of the governing equations, i.e., SWEs.

The equation-free/Galerkin-free method was proposed by Sir-
isup et al. �13� to simulate the incompressible flows. Equation-free
�14–16� and projective integration �17–19� frameworks are em-
ployed in this technique. The equation-free framework is designed
for the efficient coarse-grained computational study of complex,
multiscale problems. This computational study has two levels: In
the first level, a fine-scale model is employed to provide short-
time numerical data, and in the second level, the numerical data
obtained from the first level are used to estimate quantities for the
coarse-grained system behavior �15,16�. Thus, coarse-scale model
is estimated by acting on the data of fine-scale model directly and
it is called equation-free. This framework has been applied to
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many fields, ranging from bifurcation analysis of complex sys-
tems to homogenization of random media �17,20,16,21–23�.

In this context, two categories of the POD/ROM including tra-
ditional Galerkin-projection and equation-free/Galerkin-free POD/
ROM are applied to the SWEs in order to decrease the degrees of
freedom associated with discretized SWEs. Applying the
Galerkin-projection POD/ROM to the one-dimensional �1D�
SWEs shows the ability and disability of the approach for predict-
ing the dynamics of shallow water flows. As it will be shown, the
traditional Galerkin-projection POD/ROM cannot resolve the dy-
namics of complex flow as it was expected. However, this method
can be used to describe the physics of flow field. Therefore, as an
alternative method, the equation-free/Galerkin-free POD/ROM of
the 1D and 2D SWEs are performed. This has been achieved by
dividing a global time step into two substeps. In the first substep,
the Beam & Warming and semi-implicit numerical time integra-
tion schemes are applied to the 1D and 2D SWEs, respectively, as
fine-scale models to provide numerical data to construct the POD
basis functions. In the second substep, the dependent variables are
expanded in terms of the POD basis functions and coefficients of
the POD basis functions make the coarse-scale model. The coarse-
scale equations can be integrated with a larger time step than the
original Beam & Warming and semi-implicit fine-scale models.
Subsequently, the dependent variables are computed using the
POD basis functions and their coefficients. This time marching
algorithm is continued for the required time period.

The paper is organized as follows. The 1D and 2D SWEs and
their computational formulation as fine-scale models are discussed
in Sec. 2. In Sec. 3, the POD method is presented. The Galerkin-
projection POD/ROM of the 1D SWEs and its numerical results
are presented in Sec. 4. In Sec. 5, the equation-free/Galerkin-free
POD/ROM method and the numerical results are discussed. Fi-
nally, in Sec. 6, the paper is concluded with some keynotes and
summary results.

2 Fine-Scale Models of the 1D and 2D SWEs
The SWEs are the basic equations in the atmospheric, oceanic,

and river flows. These equations involve the gravity waves and in
a rotating frame �e.g., Earth� they also contain the Rossby waves.

2.1 The 1D Case. In the 1D case, the rotation of the coordi-
nates is neglected; hence the primitive 1D SWEs are �24�

�h

�t
+ u

�h

�x
+ h

�u

�x
= 0 �1�

�u

�t
+ u

�u

�x
+ g

�h

�x
= 0 �2�

where h is the fluid height, u is the fluid velocity, and g is the
gravitational acceleration. Equations �1� and �2� can be rewritten
in the vector form as

�U

�t
= f�t,U�x,t�� �3�

where U is the vector field of the height and velocity.
The Beam & Warming numerical scheme is applied to the 1D

SWEs as a fine-scale model to generate numerical data in fine
scale. The spatial discretization is sufficiently fine to guarantee
resolution-independent solution. Such a method defines a discrete
version of equations, which are

U�x,tn+1� = U�x,tn� + �t f̃�tn,�t,�x,Un,Un+1, . . .� �4�

where �t and �x are the time step size and the spatial grid size,

respectively, tn=n�t and f̃ is the numerical approximation of f .
The consistency of the discrete scheme requires that

lim
�t,�x→0

f̃�tn,�t,�x,Un,Un+1, . . .� = f�tn,Un� �5�

Also, the local truncation error of the Beam & Warming scheme is
order of O��t2 ,�x2�. The details of the Beam & Warming method
are not given here, but one can refer to Beam & Warming’s paper
�25�.

2.2 The 2D Case. The 2D rotating SWEs in f-plane, which
are the 2D model of the atmosphere, still retain the important
dynamic interactions of the atmosphere and are written as �26�

�u

�t
+ u

�u

�x
+ v

�u

�y
+ g

�h

�x
− f0v = 0 �6�

�v
�t

+ u
�v
�x

+ v
�v
�y

+ g
�h

�y
+ f0u = 0 �7�

�h

�t
+ u

�h

�x
+ v

�h

�y
+ h� �u

�x
+

�v
�y
� = 0 �8�

where u and v are the components of the horizontal wind in the x
and y directions, respectively, h is the layer depth variation, f0
denotes the Coriolis parameter, and g is the gravitational accelera-
tion. The momentum forms �6�–�8� have the disadvantage that the
components of the velocity are not true scalars �their values de-
pend on the coordinate system chosen�. Thus, Heikes and Randall
�27� and others advocate using vorticity and divergence instead.
To do so, we introduce the vorticity �, divergence �, stream func-
tion �, and velocity potential � satisfying

� =
�v
�x

−
�u

�y
, � =

�u

�x
+

�v
�y

, �2� = �, �2� = �

Bypassing some manipulation the vorticity and divergence equa-
tions become

��

�t
= − ��� � �� + J��,�� �9�

��

�t
+ c0�

2� = � · �� � �� + J��,�� − �2K �10�

��

�t
+ �2� = − � · �� � �� + J��,�� �11�

where

� = � + f0, J��,	� =
��

�x

�	

�y
−

��

�y

�	

�x
, c0 = gH0

� =
h

H0
− 1, K =

1

2
�u · u�, u = �u,v�

in which H0 is the mean layer depth. The hyper diffusion term
must be added to the right hand side of Eq. �9� as −
�−�2�l� in
order to guarantee the numerical stability �28�. In this paper, l
=2 and 
 is defined as


 =
C�H0Q�

kmax
2l �12�

in which C is a dimensionless constant, kmax=ng /2 denotes the
highest resolved wavenumber where ng is the grid size, and Q is
defined by

Q = maxx,y�q −
f0

H0
� �13�

where q is the potential vorticity that plays an important role in
geophysical fluid dynamics and is defined by
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q =
� + f0

h
=

�

h
�14�

The value of 
 defined by Eq. �12� efficiently dissipates the small-
est features, i.e., those comparable to the grid scale. In order to
compute solutions as free of dissipation as possible, the value of C
must be chosen as small as possible without producing small-scale
noise. We have used C=1 for this purpose.

Semi-implicit discretization of Eqs. �9�–�11� and using the re-
lation between � and � ��=�2�� and bypassing some manipula-
tion, equations for numerical simulation are obtained as �28�

�n+1 = Zn �15�

�2�n+1 + ��n+1 = Gn �16�

�n+1 + �tc0�
2�n+1 = Dn �17�

where n denotes the time level and

Zn = �t�− � · �� � �� + J��,�� − 
��4���n + �n �18�

Dn = �t�� · �� � �� + J��,�� − �2K�n + �n �19�

Fn = �t�− � · �� � �� + J��,���n + �n �20�

Gn = ��Fn − �tDn�, � = −
1

�t2c0
�21�

subsequently the numerical algorithm of the 2D SWEs’ simulation
has the following steps:

1. calculating Zn, Dn, Fn, and Gn from Eqs. �18�–�21�, respec-
tively

2. calculating �n+1 from Eq. �15�
3. solving Helmholtz equation for �n+1 �Eq. �16��
4. calculating �n+1 from Eq. �17�

3 The POD Method
The POD basis mode is a function such as � that can express

the structure of an ensemble of vector field, i.e.,

� = �U�i�: 1 � i � N	 �22�

where U is the vector field of the dependent variables �h and u in
the 1D case and �, �, and � in the 2D case�, and the ith record
�i=time level� is denoted by Ui�x� �x= �x ,y�� and N is the number
of the snapshots. For example, in the time marching problems, i
denotes the time level in which the snapshots are recorded. In
order to obtain the basis function, the ensemble of the vector field
is projected onto the function �. This can be implemented by
defining the inner product as

�f,g� =




f�x�g�x�dx �23�

where 
 is the flow region and f and g are the arbitrary functions.
Using the definition in Eq. �23� the projection of the vector field
onto a basis function is shown as �U�i� ,��. The basis function �
must be as nearly parallel to the ensemble of the vector field as
possible. For this purpose, the defined inner product must be
maximized, and it should be normalized to remove the amplitude
of the inner product. This has been shown in detail in Ref. �7�, and
we have

R� = �� �24�

where

R� =
1

N�
i=1

N 




U�i��x�U�i��x����x��dx� �25�

and � is the Lagrange multiplier in the optimization problem and
it is an eigenvalue of the system.

In order to obtain the desired function �, we assume that it can
be expressed in terms of the members of ensemble � given in Eq.
�22�, i.e.,

� = �
i=1

N

wiU
�i� �26�

Since U�i�s are linearly independent, if Eqs. �25� and �26� are
introduced into Eq. �24� and after bypassing some manipulations,
we reach

CW = �W �27�

where �=diag��1 ,�2 , . . . ,�N� and

Ci,j =
1

N




U�i��x�U�j��x�dx and W = �w1,w2, . . . ,wN�

�28�

where i and j refer to the ith and jth records �snapshots�. In Eq.
�27�, C is a non-negative Hermitian matrix, which is called the
correlation matrix. The eigenvectors correspond to eigenvalues,
�1��2� ¯ ��N�0, respectively. Now the basis functions can
be written as

�1 = �
i=1

N

wi
1U�i�, �2 = �

i=1

N

wi
2U�i�, . . . ,�N = �

i=1

N

wi
NU�i�

�29�

The eigenvector matrix W must be normalized in such a way that
the basis function matrix � satisfies the following relation:

��l,�m� = �1, l = m

0, l � m

 �30�

For Eq. �30� to be true, the eigenvector wl must satisfy the fol-
lowing equation:

�wl,wl� = �
i=1

N

wi
lwi

l =
1

N�l
�31�

where � , � denotes the inner product of eigenvectors and differs
from that of Eq. �23�, because the eigenvectors are not functions
of x.

4 Galerkin-Projection POD/ROM Method for the 1D
Case

Numerical simulation of Eqs. �1� and �2�, using the Beam &
Warming method �25�, provides numerical data �snapshots� in dif-
ferent time steps. The correlation matrix is then generated using
the numerical data with equal time intervals as snapshots, e.g.,
t1 , t2 , . . . , tN, where N is the number of snapshots. In the first step,
these data are decomposed into the mean value part �as a space
dependent part� and the deviation part �as a function of time and
space�, i.e.,

U�x,t� = U�x� + Û�x,t�, U�x� =
1

N�
i=1

N

U�x,ti� �32�

The correlation matrix, C, is obtained using snapshots of Û. Solv-
ing Eq. �27� results to eigenvalues and eigenvectors to compute
the POD basis functions as follows:
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�k�x� = �
i=1

N

wi
kÛi�x� , k = 1,2, . . . ,N �33�

To make a reduced-order model, the Galerkin-projection of the
governing equations based on a number of the POD basis func-
tions �R out of N� is performed. These basis functions represent
the essential dynamics of the system or equivalently capture the
significant percentage of energy. These R basis modes correspond
to R largest eigenvalues, �1 ,�2 , . . . ,�R. Using these basis func-
tions, the dependent variables are presented by Eq. �32� and

Û�x , t� is defined as

Û�x,t� = �
k=1

R

ak�t��k�x�, R � N �34�

As indicated in Eq. �34�, Û�x , t� is decomposed into the time
dependent part, ak�t�, and the space dependent part, �k�x�. To
apply the Galerkin-projection, Eq. �3� is rearranged in the follow-
ing form �9�:

�U

�t
= L�U� + Q�U,U� �35�

where

L�U� = − �ghx

0
�, Q�Ui,U j� = − � uiux

j

uihx
j + hiux

j �
By this kind of grouping, the linear and nonlinear parts of the
equations are separated into L�U� and Q�U ,U�, respectively. The
Galerkin-projection, in fact, is the inner product of Eq. �35� and
�ks for k=1,2 , . . . ,R, i.e.,

�Ut,�k� = �L�U�,�k� + �Q�U,U�,�k�, k = 1,2, . . . ,R �36�
Substitution of Eq. �32� into Eq. �36� and simplifying the resulting
equation using Eq. �30� yield

dak

dt
= bk

1 + bk
2 + �

i=1

R

�Lik
1 + Lik

2 �ai + �
i,j=1

R

Qijkaiaj , k = 1,2 . . . ,R

�37�
where

bk
1 = �L�U�,�k�, bk

2 = �Q�U,U�,�k�, Lik
1 = �L��i�,�k�

Lik
2 = �Q�U,�i� + Q��i,U�,�k�, Qijk = �Q��i,� j�,�k�

In Eq. �37� there are two kinds of interaction: quadratic interac-
tions, i.e., bk

1 and Lik
1 , and triadic interactions, i.e., bk

2, Lik
2 , and Qijk.

Equation �37� is R nonlinear evolution equations, which can be
solved by a classical numerical method, e.g., Runge–Kutta
method. It is now clear that the large degrees of freedom of the
problem have been decreased, and the reduced-order model has
been constructed.

4.1 Computational Results of the Galerkin-Projection
POD/ROM for the 1D Case. In this section, we present the nu-
merical results of the Galerkin-projection POD/ROM method. In
order to investigate the results of the POD/ROM application to the
SWEs, we assume a 1D free surface channel with 400 m length
and three different initial conditions as follows:

h�x,0� = 1 + 0.01 sin��x�

u�x,0� = 0 �38�

h�x,0� = 1 + 0.01 sin�10�x�

u�x,0� = 0 �39�
and

h�x,0� = �1.01 if 0.4375 � x � 0.5625

1.0 if x � 0.4375,x � 0.5625



u�x,0� = 0 �40�
The above initial conditions are in a nondimensional form and are
illustrated in Fig. 1. As shown in Fig. 1, Eqs. �38�–�40� provide
three different initial conditions as smooth, high frequency, and
hydraulic jump initial conditions, respectively. The physical
boundary conditions are also assumed to be solid boundary for the
velocity field in the following form:

u�0,t� = u�1,t� = 0.0 �41�
Numerical simulation of Eq. �3� using the Beam & Warming
scheme with the above initial and boundary conditions provides
the snapshots to construct the POD basis functions. Grid analysis
is performed for three types of given initial condition. The inde-
pendent solutions of the grid size are obtained by 101, 1001, and
1001 grid points for the flow with smooth, high frequency, and
hydraulic jump initial conditions, respectively. Also, the numerical
boundary condition for h is determined using extrapolation of h
values from interior grid points.

By recording of the snapshots at t1=0.0, t2=0.5, t3=1.0, . . .,
tN=101=50�s�, the ensemble of the dependent variables
U1 ,U2 , . . . ,UN=101 are obtained. Now the correlation matrix C,
which is a 101�101 matrix, can be computed by Eq. �28�. Eigen-
values of matrix C for the three mentioned initial conditions are
shown in Fig. 2 in a logarithmic scale. In the case of the flow with
a smooth initial condition, the magnitude of eigenvalues except
for the few first ones is very small, whereas the magnitudes of the
eigenvalues for the flows with high frequency and hydraulic jump
initial conditions have the small decreasing rate.

The number of the POD basis functions considered to perform
the Galerkin-projection POD/ROM is determined by the amount
of energy captured through the basis functions. Percentages of

Fig. 1 Three different initial conditions for the POD/ROM of
the 1D SWEs: „a… smooth initial condition, „b… high frequency
initial condition, and „c… hydraulic jump initial condition
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energy captured by the POD modes are given in Table 1. The
numbers of modes, which capture the 99.99% of energy, are 10,
44, and 79 modes for flow with smooth, high frequency, and hy-
draulic jump initial conditions, respectively. Hereafter this crite-
rion is used for the Galerkin-projection POD/ROM method.

Using the POD basis modes �capturing the 99.99% of energy�
leads to the ODEs, which can be solved numerically. Numerical

solution of these ODEs are obtained using the Runge–Kutta algo-
rithm. It should be noted that the POD basis functions are com-
puted using the data obtained by the first 50 s integration time, but
the ODEs of the POD/ROM are integrated until 400 s. The time
evolutions of aks are indicated in Fig. 3 for flows with three dif-
ferent initial conditions. In this figure, only the first five modes out
of the mentioned number of modes are illustrated for each kind of
flow. As shown in Fig. 3�a� the time evolution of aks for a smooth
initial condition takes correct trends without damping after POD
basis functions’ construction time �50 s�. Also as illustrated in
Figs. 3�b� and 3�c�, the flows with high frequency and hydraulic
jump initial conditions involve the higher-order POD modes with
larger corresponding aks.

The dependent variables, i.e., h and u, can be determined by
substituting the values of aks into Eq. �34�. The height and veloc-
ity fields in comparison with the results of the Beam & Warming
method are shown in Figs. 4–7. In these cases, the computations
are based on the POD modes, which their corresponding eigen-
values are shown in Fig. 2. In Figs. 4 and 5 the height fields are
shown for 200 s and 400 s, respectively. The velocity fields for
200 s and 400 s are also illustrated in Figs. 6 and 7, respectively.
It must be noted that in Figs. 4–7, the POD basis functions’ con-
struction time is 50 s. As shown in Figs. 4–7 �pattern �a� in these
figures�, the flow with a smooth initial condition can be predicted
by the Galerkin-projection POD/ROM but not as accurate. Also
these figures �patterns �b� and �c� in Figs. 4–7� show that the
Galerkin-projection POD/ROM method cannot predict the SWEs
with high frequency and hydraulic jump initial conditions.

The potential failure of the Galerkin-projection POD/ROM of
the SWEs is divided into two parts.

• The component of the solution on the higher neglected POD
modes is not zero.

• The future dynamics of the nonlinear system in nonperiodic
problems in time cannot be captured by modes obtained
using the data computed in the beginning of the integration

Table 1 Percentage of captured energy by 5, 10, 20, 30, 50, 70,
and 90 POD modes, using 100 snapshots for three kinds of
initial condition

Flow prototype

No. of modes

5 10 20 30 50 70 90

Smooth 99.59 99.99 �100 100 100 100 100
High frequency 86.11 95.62 99.74 99.94 99.995 99.9996 �100
Hydraulic jump 66.11 89.74 96.22 98.30 99.64 99.95 99.999

Fig. 2 Eigenvalues of the correlation matrix C with 0.5 s time
interval for snapshots: „a… flow with a smooth initial condition,
„b… flow with a high frequency initial condition, and „c… flow with
a hydraulic jump initial condition

Fig. 3 Time evolutions of the first five aks: „a… Flow with a
smooth initial condition, „b… flow with a high frequency initial
condition, and „c… flow with a hydraulic jump initial condition
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time that is much smaller than the requested integration
time.

In order to solve these problems in the traditional Galerkin-
projection POD/ROM method the larger number of the POD basis
functions must be considered and the construction time of these
modes must be expanded to the whole integration time, but these
approaches ruin the main purposes of the reduced-order modeling.
Therefore, considering these results, the Galerkin-projection POD/
ROM is not applied to the 2D case and an alternative method
should be examined instead of the traditional Galerkin-projection.

5 Equation-Free/Galerkin-Free POD/ROM Method
As an alternative method, the equation-free/Galerkin-free

method can be applied to the SWEs. The main idea here is that,
using the few changing POD modes in time intervals can solve
problems associated with Galerkin-projection POD/ROM. The
few changing POD modes can be used to parametrize the low-
dimensional attracting slow manifold and since they are changing
with time, the effect of the higher-order neglected POD modes can
be compensated using time integration of the fine-scale model.
Assuming the separation of time scales between a few slow mas-
ter POD modes and remaining fast slave ones, one can use larger
time steps for slow master POD modes than the time step of the
original fine-scale model. Applying this technique to the SWEs
has the following main steps.

1. Starting at time level tn and solving the fine-scale model
�i.e., Beam & Warming and semi-implicit schemes for the
1D and 2D cases, respectively� for nf �1 steps with time
step size �t and recording data to compute the POD modes
in time interval �tf =nf�t.

2. Computing the POD basis functions.

Fig. 4 A 200 s predicted height field by the Galerkin-projection
POD/ROM method compared to the Beam & Warming method,
the POD basis functions’ construction time is 50 s and the
numbers of modes are 10, 44, and 79 modes for „a…, „b…, and „c…,
respectively. „a… Flow with a smooth initial condition, „b… flow
with a high frequency initial condition, and „c… flow with a hy-
draulic jump initial condition.

Fig. 5 A 400 s predicted height field by the Galerkin-projection
POD/ROM method compared to the Beam & Warming method,
the POD basis functions’ construction time is 50 s, and the
numbers of modes are 10, 44, and 79 modes for „a…, „b…, and „c…,
respectively. „a… Flow with a smooth initial condition, „b… flow
with a high frequency initial condition, and „c… flow with a hy-
draulic jump initial condition.

Fig. 6 A 200 s predicted velocity field by the Galerkin-
projection POD/ROM method compared to the Beam & Warm-
ing method, the POD basis functions’ construction time is 50 s,
and the numbers of modes are 10, 44, and 79 modes for „a…, „b…,
and „c…, respectively. „a… Flow with a smooth initial condition,
„b… flow with a high frequency initial condition, and „c… flow with
a hydraulic jump initial condition.
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3. Expansion of the dependent variables in terms of the POD
basis functions and computing the coefficients of the POD
modes.

4. Projective integration of the POD modes’ coefficients with
time step size �tc=nc�t. Although the traditional Galerkin-
projection can be used as the closure equations for solving
the POD basis coefficients, here we use the equation-free
framework for integration without Galerkin-projection to
save the computational time.

5. Switching from the projected POD coefficients to dependent
variables of the fine-scale model at time tn+1= tn+�tf +�tc.

6. Repeating the first step until the required time is achieved.

The graphical illustration of the above procedure is shown in
Fig. 8. The details of each step are given as follows.

1. Numerical integration of the fine-scale model. The fine-scale
integration is integrated to time tn+�tf = tn+nf�t to provide
data for the POD basis functions’ construction. The detail of
time steps and grid sizes will be discussed in Sec. 5.2.

2. Computing of the POD basis functions and coefficients of
expansion. The POD basis functions can be obtained in a
snapshot framework using Eqs. �27�–�29� given in Sec. 3.
Here, the correlation matrix C is computed in time interval
�tf using recorded fields. The recording time can be any
time interval like �t ,2�t ,3�t , . . . ,nf�t or any other time in-
tervals such as 2�t ,4�t ,6�t , . . . ,nf�t. Once the POD basis
functions are determined, the dependent variables can be
expanded in terms of the POD modes as follows:

U�x,t� = Pa�t� � �
k=1

ak�t��k�x� �42�

where a is the vector of the aks and operator P is defined to
convert the POD basis functions’ coefficients to physical de-
pendent variables. The inner production of Eq. �42� and �k
results to the following relationship to determine a�t�:

a�t� = QU � ��U�x,t�,�k�x��, ∀ k	 �43�

in which the operator Q is defined as a convertor of physical
dependent variables to the POD modes’ coefficients. Since,
both P and Q are linear operators hence QPa=a and
PQU=U. Also, the finite-term POD expansion can be de-
fined as

UR�x,t� = PRa�t� � �
i=k

R

ak�t��k�x� �44�

and

a�t� = QRU � ��U�x,t�,�k�x��,k = 1,2, . . . ,R	 �45�

where PR and QR are called the truncated operators and we
have PRQRU=UR. The convergence of the POD expansion
is assumed to be

�U − UR� → R−� as R → � �46�

in which � is a non-negative real number that quantifies the
convergence rate. Theoretical obtaining of the convergence
rate is difficult and it depends strongly on the correlation
matrix C and the smoothness of the flow field, i.e., U �13�.
Using Eq. �45� one can obtain the coefficients of the POD
basis functions from the numerical simulation of the flow
field. Subsequently, as described in the following paragraph,
the projective integration of these coefficients is performed.

3. Projective integration. As discussed before, the right hand
side �RHS� of the POD basis functions’ coefficients can be
determined using Galerkin-projection of the SWEs onto the
POD basis functions. In addition to disadvantages of such a
method explained before, this method suffers from spurious
long-term dynamics �29,30�. In the equation-free/Galerkin-

free framework, the RHS of coefficients of the POD modes
can be obtained from backward discretization. Time integra-
tion of the fine-scale model until tn+�tf provides the nu-
merical data and snapshots for construction of the POD basis
functions and corresponding coefficients. Having the fine-
scale simulation of the SWEs and as a result the POD basis
functions, the projective integration procedure is as follows.

�a� Obtain the POD basis functions’ coefficient ak�t�
= �U�x , t� ,�k�x�� for tn� t� tn+�tf.

Fig. 7 A 400 s predicted velocity field by the Galerkin-
projection POD/ROM method compared to the Beam & Warm-
ing method, the POD basis functions’ construction time is 50 s,
and the numbers of modes are 10, 44, and 79 modes for „a…, „b…,
and „c…, respectively. „a… Flow with a smooth initial condition,
„b… flow with a high frequency initial condition, and „c… flow with
a hydraulic jump initial condition.

Fig. 8 Sketch of a projective integration over one global time
step †13‡
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�b� Approximate the RHS of dak�t� /dt at t= tc as

dak�t�
dt

+ O��tJf� = �
j=0

ne

	 jak�tj� = gk�tc
n� �47�

where 1�ne�nf, tj = tc
n− j�t, and Jf denotes the order of

backward approximation. The 	 js are the constant coef-
ficients and depend on the approximation order Jf. The
values of ne and 	 js are given in Table 2 for different
approximation orders.

�c� When the RHS of Eq. �47� is determined using numerical
approximation, one can integrate Eq. �47� via standard
ODE solvers. The single step forward Euler projective
integration takes the form

ak�tn+1� = ak�tc
n� + �tcgk�tc

n� + O��tc
2� �48�

Higher-order time integration schemes can be used to in-
tegrate Eq. �47�, for instance, the following scheme can
be used:

ak�tn+1� = ak�tc
n� + �

k=1

Jc ��tc�k

k!

��k−1�

��k−1�t
gk�tc

n� + O��tc
Jc+1�

�49�

where Jc is the order of approximation and higher-order
derivatives of gk�tc

n� are estimated similar to Eq. �47� us-
ing backward approximation.

4. Switching. Switching from the projected POD coefficients to
dependent variables of the fine-scale model at time tn+1= tn

+�tf +�tc is performed using Eq. �42�. The computed vari-
ables can be used in a numerical fine-scale model as initial
conditions to generate data and snapshots for the next group
of the POD basis functions.

5.1 Consistency and Accuracy. The detailed discussion of
consistency and accuracy of equation-free/Galerkin-free POD/
ROM is presented by Sirisup et al. �13�. Here only the results of
the consistency and accuracy analysis are presented and one can
refer to Ref. �13� for more details.

The equation-free/Galerkin-free is a consistent approach pro-
vided that the POD basis functions satisfy the convergency prop-
erty defined by Eq. �46�.

The truncation error of the equation-free/Galerkin-free ap-
proach takes the form

� � O�fine-scale model truncation error, �tJf−1,�tc
Jc,

R−�

�t
�
�50�

In Eq. �50�, O��tJf−1 ,�tc
Jc� and R−� /�t denote the equation-free/

Galerkin-free POD/ROM truncation error. Order of �t is usually

small in comparison to �tc and �t; therefore the dominant errors
are �tc and �t. The two latest terms in Eq. �50� compete in op-
posite ways, i.e., when the global time step decreases, it can re-
duce the term �tc

Jc and amplify the term R−� /�t. It is clear that in
the problems with fast convergence rate of the POD modes the
dominant error is O��tc

Jc�.

5.2 Numerical Results for Equation-Free/Galerkin-Free
POD/ROM Method

5.2.1 The 1D Case. The equation-free/Galerkin-free POD/
ROM method is applied to three prototype flows mentioned be-
fore. Here, the Beam & Warming method plays the fine-scale
model role. To achieve the fine-scale resolution, some numerical
experiments are performed and as a result the numbers of grids for
the three types of flows are obtained as 101, 1001, and 1001 for
flows with smooth, high frequency, and hydraulic jump initial
conditions, respectively. In Table 3, the important control param-
eters of equation-free/Galerkin-free POD/ROM method including
the number of grid points of the fine-scale model I max, time step
size of the fine-scale model �t, recording time of the snapshots
�tf, time step size of projective integration �tc, number of snap-
shots N, number of the POD modes for model reduction R, and
the order of backward approximation Jf, are given for three pro-
totype of flows. Since the dominant error of the method is mea-
sured by �tc

Jc, the projective integration errors for different values
of Jc are obtained by applying the equation-free/Galerkin-free
POD/ROM method to SWEs. The rms errors between the
equation-free/Galerkin-free POD/ROM and the fine-scale model
for different values of Jc, after 200 s time integration of the height
and velocity fields, are given in Tables 4 and 5, respectively. As
indicated in Tables 4 and 5, Jc=2 is enough to obtain a reliable
solution for flow with a smooth initial condition and using higher-
order projective integration for this prototype of flow only in-
creases the computation cost. The proper value of Jc for flow with
high frequency and hydraulic jump initial conditions is 3 because
increasing Jc from 3 to 4 changes the rms error very slightly.
Another important issue in Tables 4 and 5 is that the projective
integration of high frequency flow and flow with hydraulic jump

Table 2 The constant coefficients, �js, for different orders of
approximation

Order of
approximation �Jf� ne 	0 	1 	2 	3 	4

1 1

1

�t
−

1

�t – – –

2 2

3

2�t
−

4

2�t

1

2�t – –

3 3

11

6�t
−

18

6�t

9

6�t
−

2

6�t –

4 4
−

25

12�t

48

12�t
−

36

12�t

16

12�t
−

3

12�t

Table 3 Control parameters of the equation-free/Galerkin-free
POD/ROM method for three flow prototypes

Flow prototype I max �t �tf �tc N R Jf

Smooth 101 0.01 0.1 0.1 10 6 2
High frequency 1001 0.01 0.2 0.1 20 11 2
Hydraulic jump 1001 0.01 0.2 0.1 20 11 2

Table 4 The rms error of the height field between the
equation-free/Galerkin-free POD/ROM and the Beam & Warm-
ing method for different values of Jc

Flow prototype Jc=1 Jc=2 Jc=3 Jc=4

Smooth 2.478�10−4 2.125�10−5 2.192�10−5 2.264�10−5

High frequency Unstable 5.600�10−4 6.537�10−5 6.469�10−5

Hydraulic jump Unstable 2.982�10−4 5.857�10−5 5.813�10−5

Table 5 The rms error of the velocity field between the
equation-free/Galerkin-free POD/ROM and the Beam & Warm-
ing method for different values of Jc

Flow prototype Jc=1 Jc=2 Jc=3 Jc=4

Smooth 1.758�10−1 1.877�10−2 2.783�10−2 2.833�10−2

High frequency Unstable 1.814�10−2 9.341�10−3 9.157�10−3

Hydraulic jump Unstable 3.235�10−1 4.153�10−2 4.135�10−2
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using the first order forward Euler method is unstable and apply-
ing the higher orders of projective integration makes the solutions
stable. Similar conclusion has been found by Sirisup et al. �13� for
Navier–Stokes equations.

The height and velocity fields in comparison with the results of
the Beam & Warming method are shown in Figs. 9–12. In these
cases, the control parameters of the equation-free/Galerkin-free
POD/ROM are given in Table 3 and also Jf =2 and Jc=3. In Figs.
9 and 10 the height fields are shown in 200 s and 400 s, respec-
tively. The velocity fields for 200 s and 400 s are also illustrated in
Figs. 11 and 12, respectively. Figures 9–12 show good agreement
between the equation-free/Galerkin-free POD/ROM and the fine-
scale model while there was no agreement between the traditional
Galerkin-projection POD/ROM method and the fine-scale model
results �Figs. 4–7�.

The CPU-times of the equation-free/Galerkin-free POD/ROM
approach �including the fine-scale model integration time and the
POD basis functions’ construction time in �tf’s intervals, and
coarse-scale model integration time in �tc’s intervals� for three
prototypes of flows relative to the CPU-time of the Beam &
Warming scheme are given in Table 6. As indicated in Table 6, the
reduction in the CPU-time is about 13–22% depending on the type
of the flow. The CPU-time reduction in equation-free Galerkin-
free POD/ROM does not result into decrease in accuracy as much
as a coarse grid with equal CPU-time. The comparison of fine grid
�I max=1001�, coarse grid �I max=881 and CPU-time equals to
POD/ROM�, and POD/ROM all with shock as an initial condition
for velocity field is shown in Fig. 13. As shown in this figure the
POD/ROM prediction is much better than the coarse grid with
equal CPU-time.

5.2.2 The 2D Case. The numerical simulation domain is con-
sidered as �0,2��� �0,2�� with periodic boundary conditions.
Parameters c0 and f0 are chosen to be 4�2 and 2�, respectively, so

Fig. 9 A 200 s predicted height field by the equation-free/
Galerkin-free POD/ROM method compared to the Beam &
Warming method. „a… Flow with a smooth initial condition, „b…
flow with a high frequency initial condition, and „c… flow with a
hydraulic jump initial condition.

Fig. 10 A 400 s predicted height field by the equation-free/
Galerkin-free POD/ROM method compared to the Beam &
Warming method. „a… Flow with a smooth initial condition, „b…
flow with a high frequency initial condition, and „c… flow with a
hydraulic jump initial condition.

Fig. 11 A 200 s predicted velocity field by the equation-free/
Galerkin-free POD/ROM method compared to the Beam &
Warming method. „a… Flow with a smooth initial condition, „b…
flow with a high frequency initial condition, and „c… flow with a
hydraulic jump initial condition.
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that time T=1 corresponds to one planar rotation �1 day�. Using
these values, the Rossby deformation radius becomes LR=�c0 /
f0=1.

For numerical simulation the initial condition for layer depth
�31� is defined by

h�x,0� =
1

1 + �q�x�
+ � �51�

in which

�q�x� =
1

�
�y − ��e−2�y − ��2�1 +

1

10
sin 2x� �52�

and � is chosen so that mean�h�=1; thus

� = 1 −
1

4�2

0

2�

0

2�
dx

1 + �q�x�
�53�

The initial conditions for u and v are obtained using geostrophic
approximation

u�x,0� = −
c0

f0

�h�x,0�
�y

, v�x,0� =
c0

f0

�h�x,0�
�x

�54�

Using the velocity and height fields, the vorticity, divergence, and
potential vorticity are obtained. In Fig. 14 the initial condition for
potential vorticity is shown.

The numerical modeling is performed in three different grids:
65�65, 129�129, and 257�257. The numerical results of po-
tential vorticity for the mentioned grids after 4 days, 8 days, and
12 days of integration are illustrated in Fig. 15.

Since our purpose is the equation-free/Galerkin-free POD/ROM
of SWEs, we chose 129�129 grid points �enough accuracy and
reasonable computational cost� to investigate the efficiency of this
approach. The control parameters of the equation-free/Galerkin-
free POD/ROM including the number of grid points I max
�J max, time step for the fine-scale model �t, time for snapshot
recording �tf, time step for the coarse-scale model �tc, number of

Fig. 12 A 400 s predicted velocity field by the equation-free/
Galerkin-free POD/ROM method compared to the Beam &
Warming method. „a… Flow with a smooth initial condition, „b…
flow with a high frequency initial condition, and „c… flow with a
hydraulic jump initial condition.

Table 6 The CPU-time of the equation-free/Galerkin-free POD/
ROM relative to the Beam & Warming method for three flow
prototypes.

Flow prototype

CPU-time of equation-free Galerkin-free POD/ROM

CPU-time of Beam & Warming method

Smooth 0.78
High frequency 0.88
Hydraulic jump 0.87

x

u

0 0.2 0.4 0.6 0.8 1
-0.03

-0.02

-0.01

0

0.01

0.02

0.03 Beam & Warming Method (Imax=1001)
Equation-Free Galerkin-Free POD/ROM
Beam & Warming (Imax=881)

Fig. 13 A 200 s predicted velocity field by the equation-free/
Galerkin-free POD/ROM method compared to Beam & Warming
method in fine and coarser grids „the CPU-time of the coarser
grid is equal to POD/ROM…

Fig. 14 Initial condition for potential vorticity
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recorded snapshots at each �tf, and number of the POD modes,
are given in Table 7. Also, the second order backward finite dif-
ferencing �Jf =2�, in the same order of the fine-scale model, is
applied to obtain g�t�. As indicated in the 1D case and by Sirisup
et al. �13�, the third order integration is the optimum value for
projective integration; thus Jc=3 is chosen for projective
integration.

The contour plots of the potential vorticity after 4 days, 8 days,
and 12 days of integration using the equation-free/Galerkin-free
POD/ROM compared with the fine-scale model are displayed in
Fig. 16. As shown in Fig. 16, the flow patterns using POD/ROM
are similar to those obtained by the fine-scale modeling. Further-
more, the rms errors between POD/ROM and the fine-scale model
are given in Table 8 after 4 days, 8 days, and 12 days of integra-
tion. Table 8 indicates that the rms error increases whit increase in

integration time.
The computation cost saving of the equation-free/Galerkin-free

POD/ROM of the SWEs in comparison with the fine-scale model
�semi-implicit time integration model� is about 30%.

6 Conclusion
In this paper, two categories of the POD/ROM including tradi-

tional Galerkin-projection and the equation-free/Galerkin-free
POD/ROM were examined to the SWEs. First, applying the
Galerkin-projection POD/ROM to the 1D SWEs showed that the
method cannot capture the flow dynamics especially in complex
cases. Then, as an alternative approach, the equation-free/
Galerkin-free POD/ROM of the 1D and 2D SWEs was presented.
The Beam & Warming and semi-implicit time integration schemes
were applied to the 1D and 2D SWEs, respectively, as fine-scale
models in order to provide numerical data to construct the POD
basis functions. Also, complex initial conditions were considered
for the SWEs to validate the accuracy and efficiency of the ap-
proach. The coarse-scale model was designed by the POD basis
functions’ coefficients using expansion of the dependent variables
�the height and velocity fields in the 1D case and the vorticity,
divergence, and height fields in the 2D case� in terms of the POD
modes.

Fig. 15 Potential vorticity patterns after 4 days of integration „top…, 8 days of integration „middle…,
and 12 days of integration „bottom…. „a… 65Ã65 grid points, „b… 129Ã129 grid points, and „c… 257
Ã257 grid points.

Table 7 Control parameters for the equation-free/Galerkin-free
POD/ROM of SWEs

I max�J max �t �tf �tc N R

129�129 0.002 0.05 0.02 25 13
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It is shown that one can integrate the coarse-scale model with
much greater time steps �about ten times� than the one used for the
fine-scale model. As a result it is demonstrated that the dynamics
of the SWEs can be captured with less computational cost �about
30% in the 2D case� compared to the original fine-scale model.

More studies are required to investigate the accuracy and effi-
ciency of this approach in spherical and multilevel SWEs and also
in operational numerical weather prediction models. The compari-
son of the CPU-time saving in the 1D and 2D cases shows more
time saving in the 2D case. For this reason, hopefully in sophis-

ticated cases with a large number of grid points, the decrease in
the computational cost would be more significant; however, it
should be examined in future works.
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The existing solutions of Navier–Stokes and energy equations in
the literature regarding the three-dimensional problem of
stagnation-point flow either on a flat plate or on a cylinder are
only for the case of axisymmetric formulation. The only exception
is the study of three-dimensional stagnation-point flow on a flat
plate by Howarth (1951, “The Boundary Layer in Three-
Dimensional Flow—Part II: The Flow Near Stagnation Point,”
Philos. Mag., 42, pp. 1433–1440), which is based on boundary
layer theory approximation and zero pressure assumption in di-
rection of normal to the surface. In our study the nonaxisymmetric
three-dimensional steady viscous stagnation-point flow and heat
transfer in the vicinity of a flat plate are investigated based on
potential flow theory, which is the most general solution. An ex-
ternal fluid, along z-direction, with strain rate a impinges on this
flat plate and produces a two-dimensional flow with different com-
ponents of velocity on the plate. This situation may happen if the
flow pattern on the plate is bounded from both sides in one of the
directions, for example x-axis, because of any physical limitation.
A similarity solution of the Navier–Stokes equations and energy
equation is presented in this problem. A reduction in these equa-
tions is obtained by the use of appropriate similarity transforma-
tions. Velocity profiles and surface stress-tensors and temperature
profiles along with pressure profile are presented for different val-
ues of velocity ratios, and Prandtl number.
�DOI: 10.1115/1.3153366�

Keywords: similarity solution, nonaxisymmetric three-
dimensional, stagnation flow and heat transfer, steady, viscous
fluid

1 Introduction
There are many three-dimensional axisymmetric solutions for

Navier–Stokes and energy equations regarding the problem of
stagnation-point flow and heat transfer in the vicinity of a flat
plate or a cylinder. Fundamental three-dimensional axisymmetric
studies in which the nonlinearity is removed by superposition of
fundamental exact solutions that lead to nonlinear coupled ordi-
nary differential equations by separation of coordinate variables
are uniform shear flow over a flat plate in which the flow is in-
duced by a plate oscillating in its own plane beneath a quiescent
fluid by Stokes �1�, two-dimensional stagnation-point flow by Hi-

emenz �2�, and the flow induced by a disk rotating in its own
plane by Von Karman �3�. The works in which nonlinearity is
readily superposed but still axisymmetric are flow over a flat plate
with uniform normal suction by Griffith and Meredith �4�, three-
dimensional stagnation-point flow by Homann �5�. The same kind
of work but on a cylinder is the axisymmetric stagnation flow on
a circular cylinder by Wang �6�. Further three-dimensional axi-
symmetric exact solutions to the Navier–Stokes equations are ob-
tained by superposition of the uniform shear flow on a body os-
cillating or translating in its own plane, with or without suction.
The examples are superposition of two-dimensional and three-
dimensional stagnation-point flows by Howarth �7�, Reshotko �8�,
and Libby �9�. The ones using superposition of stagnation flow are
by Gersten �10� and Papenfuss �11�. Also, the three-dimensional
axisymmetric solution for a fluid oscillating about a nonzero mean
flow parallel to a flat plate with uniform suction was given by
Stuart �12�. More three-dimensional axisymmetric solutions with
superposition of stagnation-point flow on a flat plate oscillating in
its own plate, and also consideration of the case where the plate is
stationary and the stagnation stream is made to oscillate was done
by Glauert �13�, uniform shear flow aligned with out flowing two-
dimensional stagnation-point flow has been presented by Stuart
�14�, and uniform flow along a flat plate with time-dependent
suction and included periodic oscillations of the external stream
was studied by Kelly �15�. In addition, Gorla �16� has studied
unsteady laminar axisymmetric stagnation flow over a circular
cylinder, nonsimilar axisymmetric stagnation flow on a moving
cylinder �17�, transient response behavior of an axisymmetric
stagnation flow on a circular cylinder due to time-dependent free
stream velocity �18�, and unsteady viscous flow in the vicinity of
an axisymmetric stagnation-point on a cylinder �19�. Additionally,
suppression of turbulence in wall-bounded flows by high-
frequency spanwise oscillations has been studied by Jung et al.
�20�, axisymmetric stagnation flow toward a moving plate by
Wang �21�, and axisymmetric stagnation-point flow impinging on
a transversely oscillating plate with suction by Weidman and Ma-
halingam �22�. Studies under the same category as above but with
a rotating body include superposition of uniform suction at the
boundary of a rotating disk by Stuart �23�, shear flow over a
rotating plate by Wang �24�, and radial stagnation flow on a rotat-
ing cylinder with uniform transpiration by Cunning et al. �25�.

Three-dimensional axisymmetric studies considering exact so-
lutions of the Navier–Stokes equations along with energy equation
include the problems of heat transfer in an axisymmetric stagna-
tion flow on a cylinder by Gorla �26�, axisymmetric stagnation-
point flow and heat transfer of a viscous fluid on a moving cylin-
der with time-dependent axial velocity and uniform transpiration
by Saleh and Rahimi �27�, and axisymmetric stagnation-point
flow and heat transfer of a viscous fluid on a rotating cylinder with
time-dependent angular velocity and uniform transpiration by Ra-
himi and Saleh �28�, and similarity solution of nonaxisymmetric
heat transfer in stagnation-point flow on a cylinder with simulta-
neous axial and rotational movements by Rahimi and Saleh �29�.

In this study the nonaxisymmetric three-dimensional steady vis-
cous stagnation-point flow and heat transfer in the vicinity of a flat
plate are investigated. A similarity solution of the Navier–Stokes
equations and energy equation is derived in this problem. A reduc-
tion in these equations is obtained by use of these appropriate
similarity transformations �30�. The obtained coupled ordinary
differential equations are solved using numerical techniques. Ve-
locity profiles and surface stress-tensors and temperature profiles
along with pressure profile are presented for different values of
impinging fluid strain rate, different forms of jet arrangements,
and Prandtl number.

2 Problem Formulation
Flow is considered in Cartesian coordinates �x ,y ,z� with corre-

sponding velocity components �u ,v ,w�, Fig. 1. This figure repre-
sents a three-dimensional surface which is the boundary of a po-
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tential region, and with the region of rapid changes of velocity
components for all 0���1, in which � is the coefficient that
indicates the difference between the velocity components in x-
and y-directions. The velocity components in these directions are
the same if �=1, the axisymmetric case. We consider the laminar
steady incompressible flow and heat transfer of a viscous fluid in
the neighborhood of the stagnation-point on a flat plate located in
the plane z=0. An external fluid along the z-direction with strain
rate a impinges on this flat plate and produces a two-dimensional
flow with different components of velocity on the plate. This situ-
ation may be encountered if the flow pattern on the plate is
bounded in one of the directions, for example on the x-axis, be-
cause of physical limitations. The three-dimensional, steady
Navier–Stokes and energy equations in Cartesian coordinates are
used in which p, �, �, and � are the fluid pressure, density, kine-
matic viscosity, and thermal diffusivity.

3 Self-Similar Solution

3.1 Fluid Flow Solution. An inviscid solution of governing
equations valid far above the plane is given by

U = a�x, 0 � � � 1 �1�

V = ay �2�

W = − a�� + 1�z �3�

p = p0 − 1
2�a2��2x2 + y2 + �� + 1�2z2� �4�

p0 is stagnation pressure.
A reduction in the Navier–Stokes equations is sought by the

following coordinate separation in which the solution of the vis-
cous problem inside the boundary layer is obtained by composing
the inviscid and viscous parts of the velocity components as the
following:

u = a�xf����, 0 � � � 1 �5�

v = ay�f���� + g����� �6�

w = − �a���� + 1�f��� + g���� �7�

� = �a/�z �8�

in which the terms involving f��� and g��� in Eqs. �5�–�7� com-
prise the Cartesian similarity form for steady stagnation-point
flow, and prime denotes differentiation with respect to �. Note
that the boundary layer is defined here as the edge of the points
where its velocity is 99% of its corresponding potential velocity.
Transformations �5�–�7� satisfy continuity automatically, and their
insertion into momentum equations yields a coupled system of
ordinary differential equations in terms of f��� and g���, and an
expression for the pressure:

f� + ��� + 1�f + g�f� + ��1 − �f��2� = 0 �9�

g� + ��� + 1�f + g�g� − �g� + 2f��g� − �1 − ����f��2 − 1� = 0

�10�

p = p0 − 1
2�a2��2x2 + y2� − �a�� 1

2 ��� + 1�f + g�2 + �f� + �f� + g��

− �� + 1� − ���� + 1�� �11�

�=lim�→	 g���=constant. This constant is obtained after solving
Eqs. �9� and �10�. The boundary conditions are

� = 0:f = 0, f� = 0, g = 0, g� = 0 �12�

� → 	:f� = 1, g� = 0 �13�

Note that when �=1, the case of axisymmetric three-dimensional
results are obtained �5�. When �=0, the results are the same as a
two-dimensional problem.

3.2 Heat Transfer Solution. To transform the energy equa-
tion into a nondimensional form for the case of defined wall tem-
perature, we introduce


 =
T��� − T	

Tw − T	

�14�

Making use of Eqs. �5�–�8�, the energy equation may be written as


� + Pr�g + �1 + ��f�
� = 0 �15�

with the boundary conditions as

� = 0:
 = 1 �16�

� → 	:
 = 0 �17�

where Pr=� /� is the Prandtl number, and prime indicates differ-
entiation with respect to �.

Note that for Pr=1, the thickness of the fluid boundary layer
and heat boundary layer become the same, and therefore this con-
cept is proved by reaching Eq. �15� from Eq. �9� through substi-
tution of 
= f�.

Eqs. �9�, �10�, and �15� are solved numerically using a shooting
method trial and error and based on the Runge–Kutta algorithm,
and the results are presented for selected values of � and Pr in
Secs. 4 and 5. Since Eqs. �9� and �10� are coupled, we guess a
value for g��� function first and solve Eq. �9� for f���. Then Eq.
�10� is integrated and a new value of g��� is obtained, which is
used to solve Eq. �9� again. This procedure is repeated until the
differences between the results are less than 0.00001.

4 Shear-Stress
The shear-stress at the wall surface is calculated from:

� = �� �u

�z
ex +

�v
�z

ey	
z=0

�18�

where � is the fluid viscosity. Using the transformation equations
�5�–�8�, the shear-stress at the flat plate surface becomes

� = ��1/2a3/2��2x2f�2 + y2�f� + g��2�1/2 �19�

x

y

z

Fig. 1 Three-dimensional stream surface and velocity profiles
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The wall shear stress is presented for different values of � in the
Presentation of Results.

5 Presentation of Results
In this section, the solution of the self-similar equations �9�,

�10�, and �15� along with the surface shear-stresses for different
values of velocity ratios and Prandtl numbers are presented.

The boundary layer thickness in the two directions on the flat
plate versus the velocity ratio is presented in Fig. 2. This thickness
is larger in the x-direction compared with the y-direction, because
of the difference of the velocity components in these directions.
The difference of the boundary layer thickness in directions x and
y decreases as � increases until the value of unity where these two
layers meet each other. From Fig. 2, the following relations can be
obtained for the boundary layer thickness versus the ratio of the
velocities in potential flow:


x = − 0.75� + 2.75
�20�


y = − 0.35� + 2.35

Comparing these results with the ones in Howarth �7�, the differ-
ence between the boundary layer thickness in x-direction is 2%

and in y-direction is 18%, which is because of the inablity of his
approximation solution method.

Figures 3 and 4 present the profiles of f�, g�, and f�+g� for
different values of velocity ratio �. The smaller the �, the bigger
g� and therefore the difference between the velocity components
is larger. For �→1, then g�→0 and the two velocity components
become the same.

Figures 5 and 6 depict the f and g profiles, and therefore
w-component of velocity versus velocity ratio. The bigger the �,
the larger the absolute value of the w-component of the velocity,
as expected. This component of velocity, which is the penetration
of momentum into the boundary layer in the z-direction, changes
abruptly as � increases. This is because the boundary layer in-
creases faster as � gets larger, and therefore there is need for more
penetration of the momentum and hence this component of veloc-
ity gets bigger.

The temperature profiles for different values of velocity ratio
and selected values of Prandtl numbers are presented in Figs. 7
and 8. The increase in velocity ratio and increase in Prandtl num-
ber both cause the decrease in the temperature profile. It is also
noted that for �→1 and Pr=1, the temperature boundary layer is
obtained the same as the velocity boundary layer.

Figure 9 presents the change in shear-stress on the flat plate
surface in terms of velocity ratio �. The following relations can be
deduced from this plot

Fig. 3 Typical u and v velocity components for �=0.1

Fig. 4 Typical u and v velocity components for �=0.5
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Fig. 5 Typical w-component of velocity for �=0.1
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Fig. 2 Boundary layer thickness versus variation of velocity
ratio
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�x = �1.55 + 0.3�

�21�
�y = 0.1�1.1 − 0.03� + 1.235

As �→0, the stress tensor in x-direction tends to zero but note
that �=0 does not represent a physical situation. In Howarth’s
work �7�, for the case of the velocity aspect ratio �in our study, ��
equal to zero, the shear-stress in x-direction is calculated to be an
amount equal to 0.570, though it must be close to zero physically,
as it has been shown by �x relation obtained above. This shows
again the inability of his solution method and the error approxi-
mation it brings about.

Pressure profiles inside the boundary layer are shown in Fig. 10
for selected values of �. From these profiles it can be seen that
with an increase in velocity ratio in x- and y-directions and tend-
ing toward the symmetric situation, the variation in pressure in-
side the boundary layer increases because � affects velocity di-
rectly, and the pressure changes with velocity in power form.

6 Conclusions
The most general solution of the Navier–Stokes equations and

energy equation for nonaxisymmetric three-dimensional
stagnation-point flow and heat transfer on a flat plate has been
presented in this paper based on potential flow theory. This task

Fig. 7 Temperature profile for the case of �=0.1 and different
Pr values

Fig. 8 Temperature profile for the case of �=0.50 and different
Pr values
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Fig. 6 Typical w-component of velocity for �=0.50
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Fig. 9 Surface shear-stress components on the flat plate
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has been accomplished by choosing appropriate similarity trans-
formations and reduction in these governing equations to a system
of coupled ordinary differential equations and subsequent numeri-
cal integration. Velocity components, temperature profiles, pres-
sure change, and surface stress tensor have been presented for
selected values of velocity ratios and Prandtl numbers. This solu-
tion represents many physical situations, including the stagnation-
point problem in which the flow pattern on the plate is bounded
from both sides in one direction because of any physical limita-
tion.
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